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/\ SAFETY INSTRUCTIONS

Carefully read and sufficiently understand the following safety precautions before operating the equipment.
e Operate the equipment by following the instructions and procedures described in this manual.

e |n particular, note the safety precautions displayed on the equipment or in this manual and follow them.
Failure to do so might result in personal injury and property damage, including damage to the equipment.

e Safety precautions are indicated by one of the following headings. A heading is either a safety alert symbol;
aword such as DANGER, WARNING, CAUTION, or NOTICE; or a combination of both.

This is a safety alert symbol. This symbol is used to indicate potential hazards
that might result in personal injury or death. Follow the instructions in the
safety messages that follow this symbol to avoid possible injury or death.

& DANGER: This symbol is used to indicate imminent hazards that are highly likely
to result in serious personal injury or death.

& WARNING: This symbol is used to indicate potential hazards that might result in
serious personal injury or death.

& CAUTION: This symbol is used to indicate potential hazards that might result in
moderate or minor personal injury.

NOTICE: This symbol is used to indicate hazards that might result in equipment
or property damage, but not personal injury.

Theterm seriousinjury as described here is an injury that has aftereffects and requires hospitalization for
medical treatment or long-term follow-up care. Examples of seriousinjuries are vision loss, burns (caused
by dry heat), low-temperature burns, electric-shock injuries, broken bones, and poisoning. A moderate or
minor injury isan injury that does not require either hospitalization for medical treatment or long-term
follow-up care. Examples of such injuries are burns and electric-shock injuries.

Damage not related to personal injury is damage other than personal injury. Examples of such damage are
damage or loss of personal property, failure of or damage to the product, and loss of data.

The heading NOTE is used to indicate a cautionary note about the handling or operation of the equipment.
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SAFETY INSTRUCTIONS (Continued)

e Do not attempt to perform any operations that are not described in this manual. If you encounter any
problems with the equipment, contact your maintenance personnel.

e Read this manual carefully, and sufficiently understand the directions and precautions in this manual before
operating the equipment.

e Keep this manual nearby so that you are able to refer to it as needed.

e Although every effort has been made in this manual to specify the most complete and relevant precautions
regarding the equipment, unexpected incidents might occur. When using the equipment, use your own
judgment on matters related to safety, in addition to following the instructions herein.
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/I SAFETY INSTRUCTIONS (Continued)

1. Safety Warnings in This Manual

1.1 Safety warnings indicated as NOTICE

e When the failure of adrive is anticipated, the drive might experience hardware failure in the near future.
We recommend backing up the data and replacing the drive. For information about how to replace a
drive, see the HF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manua number WIN-62-0073).

(Page 2-3)

e \When the OS deadl ocks, processesin the OS cannot run as scheduled, and the facility that is using this
equipment might be affected due to delaysin processing. If the OS deadlocks, resolve the problem
immediately.

(Page 2-6)

e |f this equipment continues to operate after afan failure is detected, internal parts such as the processor
will not cool sufficiently, which might cause the thermal runaway of the system due to amalfunctionin
the equipment, or result in damage to parts.

(Page 3-3)

e \When the Har dwar e status window shows an error in the hardware, resolve the problem causing the
error immediately.

(Page 4-2)

e When the failure of adrive is anticipated, the drive might experience hardware failure in the near future.
We recommend backing up the data and replacing the drive. For information about how to replace a
drive, see the HF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manua number WIN-62-0073).

(Page 4-9)

e |f this equipment continues to operate after afan failure is detected, internal parts such as the processor
will not cool sufficiently, which might cause the thermal runaway of the system due to amalfunctionin
the equipment, or result in damage to parts. If possible, enable the automatic shutdown feature.

e |f the automatic shutdown feature is not used, have a user application detect fan failures by using a RAS
event, and shutdown the equipment when such failures are detected.

(Page 5-2)
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/I\ SAFETY INSTRUCTIONS (Continued)

e Thelog function exits asynchronously without waiting for data to actually be written to alog file. This
means that this function does not return an error even when writing to alog file fails for some reason.
We recommend recording important information in the OS event log.

(Page 6-15)

e The CPU load increases while memory dump files are being collected. While the CPU is under a high
load, the operation of user applications can be disturbed. Make sure that you do not collect memory
dump files by using the log information collection window while applications for business use are
running on this equipment.

(Page 7-4)

e While the equipment is running in simulation mode, monitoring of the actual hardware statusis disabled.
Errors, including fan failures and abnormal temperatures, cannot be detected. Never use this equipment
in simulation mode for business use. Use the simulation feature only for testing user applications and
checking the notification interface of the RAS software.

(Page 8-2)
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PREFACE

This manual describes how to use the Reliabilityaifability, and Serviceability (RAS) features betHITACHI
INDUSTRIAL COMPUTER HF-W2000 Model 58/55/50 (abbiaed hereinafter tthis equipment).

Structure of this manual
This manual consists of the following:

CHAPTER 1
CHAPTER 2
CHAPTER 3
CHAPTER 4
CHAPTER 5
CHAPTER 6
CHAPTER 7
CHAPTER 8

CAPABILITIES OF THE RAS FEATURES

ITEMS MONITORED BY THE RAS FEATURES

SETTING UP THE RAS FEATURES

CHECKING THE HARDWARE STATUS

CONTROLLING THE HARDWARE

LIBRARY FUNCTIONS

FEATURES RELATED TO MAINTENANCE AND FAIURE ANALYSIS
SIMULATING THE HARDWARE STATUS

Precautions for using the RAS features

e Precautions for the RAS external contact interface
This manual describes a RAS external contact itetfNote that this interface is an optional featur

e Precautions for event log entries at the starfup@SNMP service

When you enable the SNMP service, a standard feafiwindow€, in order to use remote notifications, an error
log entry with event ID 1500 might be recorded ugtartup of the SNMP service. This event log eigmgcorded

when SNMP trap notifications have not been seSap.up the trap notifications as described.f3 Enabling
remote notifications.

e User Account Control
If User Account Control (UAC) is enabled in Windd&&Jser Account Control dialog boxes might be digpth
when you attempt to run an application or a comméanthis case, clickOK or Continue.

Trademarks

» Microsoff®, Window®, Windows Servét, Windows N, and Visual Basit are registered trademarks or
trademarks of Microsoft Corporation in the Unitedt8s and other countries.

 All other product names of software and hardvelescribed in this manual that are not from Hitalithe
registered trademarks, trademarks, or productisedf tespective owners.



Note on storage capacity calculations

e Memory capacities and requirements, file sizesstorhge requirements, etc., are calculated acuptdithe
formula 2
1 KB (kilobyte) = 1,024 bytes {2bytes)
1 MB (megabyte) = 1,048,576 bytegq{Bytes)
1 GB (gigabyte) = 1,073,741,824 byted’(@ytes)
1 TB (terabyte) = 1,099,511,627,776 byte® (Btes)

e Disk capacities are calculated according to théda 10:
1 KB (kilobyte) = 1,000 bytes (2®ytes)
1 MB (megabyte) = 1,060ytes (16 bytes)
1 GB (gigabyte) = 1,0GMytes (10 bytes)
1 TB (terabyte) = 1,00ytes (162 bytes)
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1. CAPABILITIES OF THE RAS FEATURES

CHAPTER 1 CAPABILITIES OF THE RAS FEATURES

The HF-W series comes with Reliability, Availability, and Serviceability (RAS) featuresto provide high reliability.
The following is an overview of the RAS features.

Table 1-1 Overview of RAS features

Category

Item

Monitoring

Hardware status monitoring

OS deadlock monitoring

Watchdog timer monitoring

GUI features settings

RAS Setup window

Status checks GUI display Hardware status window
Notifications Event notifications
Pop-up notifications
Digital LEDsfor status indications
Remote notifications
Status acquisition by using library functions
Control Shutdown/startup Automatic shutdown
suppression Shutdown vialibrary functions

Startup suppression when severe failures occur

Controlling general -purpose external contacts (HJ-F2050-11, HJ-F2050-12,
and HJ-F2050-13)

Controlling digital LEDs for status indications

Library functions

RAS library

Maintenance/
faillure analysis

Memory dumps

Memory dump collection

Bug check (blue screen) cause notifications

Log information collection window

M ai ntenance operation support commands

Logging trends of the temperature inside the chassis

Simulation

Hardware status simulation
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1. CAPABILITIES OF THE RAS FEATURES

Monitoring

(1) Hardware status monitoring
This feature monitors the hardware status of this equipment, including fan status, drive status, and the
temperature inside the chassis.

(2) OSdeadlock monitoring
This feature monitors the operational state of the OS by using the dedicated timer implemented within this
equipment. Aslong as the process with the highest priority (real-time priority class) can run properly, the
status lamp on the front of this equipment islit in green.

(3) Watchdog timer monitoring
This feature monitors whether processes are scheduled properly by using the watchdog timer implemented
within this equipment. This feature also offers alibrary for using the watchdog timer.

GUI features settings
(4) RAS Setup window
This window provides a graphical user interface for configuring RAS feature settings, including the
conditions on automatic shutdown and the watchdog timer settings.

i RAS Setup 4
Shutdown zetting
Autamatically shutdawn if fan failure has been detected.
[ Automatically shutdown if abnarmally kigh temp. has been detected.
Auvtomatically shutdown if remote shutdown iz requested.

Wwiatchdaog timer zetting
(O Mat used.
() Retriggered by application program.

(®) Automatic retrigger. Tirneout FEC
Retrigger interval TEC

Dirive failure prediction setting [SMART]
Function iz available.

Dirive usage monitaring setting
Funchion is available. Advanced

Digital LED zetting
Shaow Hardware statuz.

Popup natification setting
[ Function is available. Advanced

o | G

Figure 1-1 RAS Setup window
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1. CAPABILITIES OF THE RAS FEATURES

Status checks

()

(6)

(")

(8)

()

(10)

Control

(11)

(12)

(13)

(14)

Hardware status window
This window displays the hardware status of this equipment viaa graphical interface. Anicon in the
notification area of the taskbar displays the hardware status at all times.

Figure 1-2 Hardware status icon

Event notifications

Thisfeature allows user applications to check the hardware status of this equipment by monitoring the status
of event objects.

Pop-up notifications

This feature displays pop-up messages to notify usersthat errors have occurred in the equipment hardware.
Digital LEDsfor status indications

Thedigital LEDs for status indications are on the front of this equipment, and notify users when errors occur
in the equipment hardware. These LEDs can be used by a user application to, for example, notify the user of
application failures.

Remote notifications

This feature enables a remote device to check the hardware status of the equipment. It also notifies the
remote device whenever the hardware status changes.

Status acquisition by using library functions

Thisfeature allows user applications to obtain the hardware status of this equipment by using the RAS
library.

Automatic shutdown

This feature automatically shuts down the equipment when it detects a fan failure, an abnormal temperature
inside the chassis, or a remote shutdown signal input. Configure the settings shown in (4) RAS Setup window
to enable or disable the automatic shutdown feature.

Shutdown vialibrary functions

Y ou can shutdown the equipment from a user application by using the RAS library.

Startup suppression when severe failures occur

This feature suppresses startup of this equipment to protect the hardware when afailure, such as afan failure,
is detected during OS startup.

Controlling general-purpose external contacts (HJ-F2050-11, HJ-F2050-12, and HJ-F2050-13) and digital
LEDs for status indications

Thisfeature allows users to control the general-purpose external contacts and the digital LEDs for status
indications by using the RAS library.

Input and output general -purpose external contacts are available. If you use these contacts, signals can be
input from an external device to this equipment, and signals can be output from this equipment to an external
device see the HF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manual number WIN-62-0073).
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1. CAPABILITIES OF THE RAS FEATURES

Library functions
(15) RASIibrary

Thisfeature offerslibrary functions for recording log information, in addition to the library functions offered
by the status check (10) and control (12 and 14) items.

Maintenance/failure analysis

(16)

(17)

(18)

(19)

(20)

Memory dump collection

This feature records the contents of the system memory in afile (a memory dump file) when the NMI switch
is pressed after afailure occurs, for example, after the equipment stops unexpectedly. By analyzing the data
in this memory dump, you can investigate the cause of the failure.

Bug check (blue screen) cause notifications

This feature detects a bug check (blue screen), and records the cause in the event log.

Log information collection window

In this window you can use a graphical user interface to collect log data and memory dump files for this
equipment.

M ai ntenance operation support commands

These commands include a command used for saving failure information, such as memory dump files and
event log files, to external media.

Logging trends of the temperature inside the chassis

This feature periodically measures the temperature inside the chassis of this equipment and records the data
inafile.

Simulation

(21)

Hardware status simulation

This feature simulates the hardware status of this equipment. Y ou can use this feature to test user applications
and check the notification interface of the RAS software without an actual hardware failure having occurred.

This manual explains features (1) through (12), (14), (15), (17), (18), (20), and (21). For details about the other
features, see the HF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manua number WIN-62-0073).
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2. ITEMS MONITORED BY THE RAS FEATURES

CHAPTER 2 ITEMS MONITORED BY THE RAS FEATURES

This chapter describes the items monitored by th8 Ratures.

For information about the hardware specificationghe RAS external contact interface (optional)adised in this
chapter and how to use each contact, seklfRgv2000 Model 58/55/50 INSTRUCTION MANUAL (manual number
WIN-62-0073).

2.1 Fan Monitoring
The fan monitoring feature monitors the multiplagdocated in this equipment, and notifies usersndne of the

fans malfunctions via the following methods:

1)
()
3)
(4)
(%)
(6)
(7)

Hardware status window

Event notifications

Pop-up notifications

Digital LEDs for status indications
Remote notifications

Automatic shutdown

Alarm lamp

For details about (1) through (5), Seleapter 4. CHECKING THE HARDWARE STATUS. For details about (6), see
5.1 Automatic Shutdown of the Equipment.

If you use the MCALL contact of the RAS externahtact interface, the external hardware connectedetdRAS
external contact interface can detect malfunctioribis equipment. The following table shows how gtate of the

MCALL contact changes.

Table 2-1 State of the equipment in terms of fan monitoring and state of the MCALL contact

Status of this equipment MCALL contact
During startup of the equipment or when the powefi Open
When the fans are operating normally or have rema&om a malfunction | Open
During a fan malfunction Closed

The alarm lamp (as well as the MCALL contact of RS external contact interface) is not dedicatefhih
monitoring and, therefore, is not turned off (opdnehen the system recovers from a fan malfunci®iong as a

malfunction is detected for other monitored items.
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2. ITEMS MONITORED BY THE RAS FEATURES

2.2 Monitoring the Temperature Inside the Chassis
This feature monitors the temperature inside tlassis by using the temperature sensor in this ewgrif and
notifies users when the temperature inside thesthagcomes abnormally high via the following meiho
(1) Hardware status window
(2) Event notifications
(3) Pop-up natifications
(4) Digital LEDs for status indications
(5) Remote notifications
(6) Automatic shutdown
(7) Alarm lamp

For details about (1) through (5), S8leapter 4. CHECKING THE HARDWARE STATUS. For details about (6), see
5.1 Automatic Shutdown of the Equipment.

If you use the MCALL contact of the RAS externahtact interface, the external hardware connectedetdRAS
external contact interface can detect malfunctioribis equipment. The following table shows how #tate of the

MCALL contact changes.

Table 2-2 State of the equipment in terms of monitoring the temperature inside the chassis and
state of the MCALL contact

Status of this equipment MCALL contact

During startup of the equipment or when the powefi Open
When the temperature is normal or has recovered freing abnormally highOpen

When the temperature is abnormally high Closed

The alarm lamp (as well as the MCALL contact of RS external contact interface) is not dedicateshbnitoring
the temperature inside the chassis and, therdafonet turned off (opened) when the system recofvers an
abnormally high temperature as long as a malfundsi@etected for other monitored items.
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2. ITEMS MONITORED BY THE RAS FEATURES

2.3 Drive Failure Prediction (SMART monitoring)

The HDD/SSD drives in this equipment have the $&fitoring, Analysis and Reporting Technology (SMRER
feature, which continuously monitors the conditafrthe drives and anticipates failures before timewyifest. The
drive failure prediction feature notifies users wiaedrive might fail in near future via the follawg methods:

(1) Hardware status window

(2) Event notifications

(3) Pop-up notifications

(4) Digital LEDs for status indications

(5) Remote notifications

(6) hfwhDi skStat function in the RAS library

For details about (1) through (5), S€leapter 4. CHECKING THE HARDWARE STATUS.
For details about (6), s&&l1.8 Get function for the drive condition (hfwDiskStat).

NOTICE

When the failure of a drive is anticipated, the drive might experience hardware failure in the
near future. We recommend backing up the data and replacing the drive. For information about
how to replace a drive, see the HF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manual
number WIN-62-0073).

NOTE

* Itis not possible for the drive failure predatifeature to anticipate all failures. Therefordyiae
might fail before the drive failure prediction faeg anticipates any failures.

 This feature only monitors internal drives thet eecognized during OS startup. If you connectwa n
drive or replace a drive with a new drive for mammdnce or other reasons, it might take a long tame
recognize the new drive upon the first startuprdfie new drive is connected, and the drive migitt n
be recognized as a drive to be monitored. In thgcrestart this equipment.
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2.4 Drive Usage Monitoring

The drive usage monitoring feature adds up the pawehours of a drive in this equipment. If theatqtower-on
hours exceeds a set value, the feature notifies wsethe methods below. By using this features gan keep track
of when to replace drives and prevent drive fagutet are caused by using drives for too long.

(1) Hardware status window

(2) Event notifications

(3) Pop-up notifications

(4) Remote notifications

(5) hfwbDi skSt at function in the RAS library

For details about (1) through (4), S€leapter 4. CHECKING THE HARDWARE STATUS.

For details about (5), s€&l.8 Get function for the drive condition (hfwDiskStat).

This feature can be enabled or disabled in the BASp window. If you disable this feature, notifioas via the
methods described above are disabled. For deta#8,1.3 Using the RAS Setup window.

NOTE

< This monitoring feature is active while the OSusning, that is, from OS startup to OS shutdown.
When the OS is not running, drive power-on houesrait monitored.

« This feature records the serial number (uniqueda drive in the equipment in a drive management
information file. If you install a drive that doast match the serial numbers recorded in the drive
management information file, the cumulative powerhours for the drive are automatically reset.

« This feature is not designed to anticipate dfaikire, but we recommend replacing drives whetirthe
power-on hours exceed the set value for prevemti@mtenance of components with a limited life. For
information about how to replace a drive, seeHReW2000 Model 58/55/50 INSTRUCTION
MANUAL (manual number WIN-62-0073).

« This feature only monitors internal drives thet eecognized during OS startup. If you connectwa n
drive or replace a drive with a new drive for mammdnce or other reasons, it might take a long tame
recognize the new drive upon the first startuprafie new drive is connected, and the drive migitt n
be recognized as a drive to be monitored. In thsecrestart this equipment.
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2.5 Memory Monitoring
Memory with error checking and correcting (ECCinistalled in this equipment. A single-bit errortire memory
can be automatically corrected without interfenmith the operation of the equipment. On the otterd) memory
might have failed in the following cases of sinbleerrors, and we recommend that you replace theony
modules for preventive maintenance:
1. A single-bit error frequently occurs while th& @& running.
2. A single-bit error continuously occurs each titine OS starts.

If the memory might have failed, the memory mornitgrfeature notifies users of this information the following
methods:

(1) Event notifications

(2) Pop-up natifications

(3) Remote notifications

(4) Get Mentt at us function in the RAS library
To maintain backward compatibility with previougsiens of the equipment, (2) and (3) regdigh frequency of
memory error correction for error case 1, ardossible memory failure for error case 2. In the case of (1) and (4),
both error cases are handled as memory errorgharghme value is returned.

For details about (1) through (3), Seleapter 4. CHECKING THE HARDWARE STATUS. For details about (4), see
6.1.7 Get function for the memory condition (GetMemSatus).

NOTE

For information about how to replace a memory medsée thélF-W2000 Model 58/55/50
INSTRUCTION MANUAL (manual number WIN-62-0073).
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2. ITEMS MONITORED BY THE RAS FEATURES

2.6 OS Deadlock Monitoring
The OS deadlock monitoring feature uses a timetdmpnted in this equipment to monitor the operatiatate of

the OS to detect situations where a process wathtirae priority cannot run. Such situations (heedier referred to
as anOSdeadlock) occurs if, for example, a runaway kernel existalbCPU load is used up by a driver. When an
OS deadlock is detected, this feature notifiesaugier the status lamp on the front of this equiptmen

Table 2-3 State of the equipment in terms of OS deadlock monitoring and
state of the status lamp

Status of this equipment Status lamp

During startup of the equipment or when the powesfi Red
When an OS deadlock has not occurred or the systsmecovered from an OS$Green
deadlock

When an OS deadlock has occurred

Red

If you use the CPUSTOP contact of the RAS externatact interface, external hardware connectedddrAS
external contact interface can detect an OS deldld® following table shows how the state of tHUSTOP

contact changes.

Table 2-4 State of the equipment in terms of OS deadlock monitoring and
state of the CPUSTOP contact

Status of this equipment CPUSTOP contact

During startup of the equipment or when the powesfi Closed
When an OS deadlock has not occurred or the sylsésmecovered from an O$Open
deadlock

When an OS deadlock has occurred

Closed

NOTICE

When the OS deadlocks, processes in the OS cannot run as scheduled, and the facility that is
using this equipment might be affected due to delays in processing. If the OS deadlocks,

resolve the problem immediately.

NOTE

 For this feature, an OS deadlock is defined sisie where a process with the highest prioritgtl{re
time priority class) cannot run.

* When the OS starts, the status lamp is lit grelean this feature starts.

* When the OS shuts down, the status lamp becoadesen this feature stops. Note that when the
status lamp turns red, the shutdown process isaraplete. Do not turn off the power at this point.
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2. ITEMS MONITORED BY THE RAS FEATURES

Figure 2-1 shows how the state of the status lamdptize state of the CPUSTOP contact change.

OS monitoring
timer starts being OS monitoring timer OS shutdown OS shutdown
Power ON retriggered times out starts Power off
Contactopen __|________ * ¢ __________ ¢ ____________
(Status lamp: green) A A
3 sec. 3 sec.
- / -
Contact closed JEDNU [ A . ——
(Status lamp: red) / A
Timer is Time —
retriggered CPU load
0S startup Tim_er is is USed up by Tim_er is Tim_er stops being
retriggered a driver retriggered  retriggered

Figure 2-1 State of the status lamp and the CPUSTOP contact

The dotted lines in Figure 2-1 denote the stath®ftontact, and the thick line denotes the triamsif the state of

the contact.
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2.7 Watchdog Timer Monitoring
This equipment has a watchdog timer. By retriggeerwatchdog timer automatically, this feature rtamsiwhether
processes are scheduled properly. In additionféhisire can be used, for example, to monitor frexational state
of user programs by using dedicated library fumio

2.7.1 Automatic retriggering feature for a watchdog timer
This feature is implemented via a process thaiggers a watchdog timer periodically. This process with
the idle priority. If the amount of CPU time usegdfrocesses with a priority higher than the idiefity class
exceeds a set value, the watchdog timer timesyaut.can use this feature to, for example, deteahaway
application process and so on.
You can set up the watchdog timer timeout and ¢tégger interval in the RAS Setup window. For imfation
about how to use the RAS Setup window, 3863 Using the RAS Setup window. The factory default settings
are as follows:

Timeout 60 (seconds)
Retrigger interval 20 (seconds)
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2.7.2 Using a watchdog timer to monitor user programs
To use a watchdog timer to monitor the operatistete of a user program, you can use a configuratteere,
for example, the user program periodically retriggbe watchdog timer (that is, it resets the waaghtimer to
the initial value) and another program checks wieghtimeout occurs for the watchdog timer. Thevélbart
for this configuration is shown below.

Monitored program Monitoring program
Process a user-defined Check whether a
program timeout occurs for the
| watchdog timer

Trigger the watchdog

timer
. \ Get the value of the
Retrigger timeout counter

\ /
R

Watchdog timer

Figure 2-2 Example flowchart of monitoring the operational state of a user program
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In Figure 2-2, the monitored program is configutregeriodically retrigger the watchdog timer.

The monitoring program periodically checks the thecounter of the watchdog timer and, if the valfithe
timeout counter (that is, the remaining time utitileout expires) is zero, a timeout is determireedave
occurred.

The fact that a timeout occurred means that theitov@d program was not able to retrigger the wabchtiimer
for at least the length of the timeout. In thisrexée, another program detects the timeout of thelheng timer,
but if you use the RAS external contact interfdbe, WDTTO contact is closed when a timeout occorstfe
watchdog timer. In this case, external hardwareaeoted to the RAS external contact interface canitmothe
operational state of a user program.

A program can use a watchdog timer by calling titvaty functiondt Cont r ol . For information about how
to use thaAdt Cont r ol function and how the WDTTO contact of the RAS ex&t contact interface works,
seeb.1.3 Watchdog timer control function (WdtControl).

NOTE

If you are using th&dt Cont r ol function, you cannot use the automatic retriggefeature for the
watchdog timer. To use thagit Cont r ol function, selecRetriggered by application program under
Watchdog timer setting. For information about how to use the RAS Setupdeiv, see8.1.3 Using the
RAS Setup window.
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2.8 RAID Monitoring (B Model Only)
The B model has a RAID1 feature (hereinafter ingidasimply asRAID), generally known asiirror disk (mirroring).
The RAID monitoring feature monitors the RAID st&f this equipment. If the status of the RAID ohes this
feature notifies users or an application via tHeWing methods:

1)
(@)
3)
(4)
(5)
(6)
(7)
(8)

Hardware status window

Event notifications

Pop-up notifications

Digital LEDs for status indications

Remote notifications

Alarm lamp

hf wDi skSt at andhf wRai dSt at functions in the RAS library
RAID configuration control commanddi dctr1)

For details about (1) through (5), S€leapter 4. CHECKING THE HARDWARE STATUS.

For details about (7), s€&l.8 Get function for the drive condition (hfwDiskStat) and6.1.9 Get function for the RAID
status (hfwRaidStat) (B model only). For details about (8), s&8 RAID Configuration Control Command (raidctrl)
(B Model Only).

If you use the MCALL contact of the RAS externahtact interface, the external hardware connectedgdRAS
external contact interface can detect malfunctioribis equipment. The following table shows how #tate of the

MCALL contact changes.

Table 2-5 RAID status and the state of the MCALL contact

RAID status MCALL contact
Normal Open
Degrade} Unknown Closed

#: This also applies when the reporting of mediarsris configured.

The alarm lamp (as well as the MCALL contact of RS external contact interface) is not dedicateshbnitoring
the RAID status, therefore, is not turned off (ag@#when the RAID status recovers as long as aumetibn is
detected for other monitored items.
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2.8.1 RAID status transition
Table 2-6 lists and describes the RAID statusegirgi2-3 shows the state transitions.

Table 2-6 RAID statuses and their descriptions

RAID status
Detailed Description
information
Normal -- Redundant data is intact, and the RAID@srating normally.
Degraded -- One drive failed, and a part of the redundam dacorrupted.
Rebuild The RAID is being rebuilt due to a drivpleecement or other reason.

Fail - Both drives failed.

Unknown -- Acquisition of the RAID status failed; the array configuration is abnormal.

A media error occurs.
— > Normal —

One drive fails.
One drive is
disconnected manually.

—————————————————————— N
’ ~

’ v Y

l Degraded l

Il

The RAID rebuild

The RAID rebuild -
process is complete.

Process 1S (A read error occurs in
Drive An error occurs the copy source drive.)
replacement in the new

drive.

1
1
1
1
1
1
1
1
1
|
1
complete. i
1
1
1
1
1
1
1
1
1
1
1
1
1

|}
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
|
4 '
1
1
1
1

' Degraded
. (Rebuild)

Figure 2-3 RAID status transitions
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2.8.2 Note about media errors

A media error is a state where there is a problétm data integrity while the RAID status is normidla read
error occurs at the copy-source drive during aitélmrocess, the rebuild process will finish, b tsector data
that could not be read is already lost, indicatindata integrity problem.

Handling media errors as failures

The severity of this data-integrity problem depeadsvhether bad sectors with read errors are dgtuséd.

If the bad sectors are used, there is a real probligh data integrity. If the bad sectors are re#d) there is no

problem.

This is why this equipment allows you to, dependinchow the system is operated, select whethatort
media errors. When using the factory default sgétimedia errors are not reported.

Use the RAID configuration control command (raifjdiv select whether to report media errors. (Fetails,
seeb.3 RAID Configuration Control Command (raidctrl) (B Model Only).)
A media error can be reported via the following moeis:

1)
)
®3)
(4)
()
(6)

Event notifications

Digital LEDs for status indications

Remote notifications

Alarm lamp

Message box

MCALL contact of the RAS external contact irffitee

RAID Information ﬁ

Rebuilding was completed.
! % But unreadable sectors were detected on the source drive (Drive bayl).
(Media Error)

Figure 2-4 Example of a message box when a media error occurs
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Note that, regardless of the setting for whetheefmort media errors, you can check whether madase
occur via the following methods:

(7) Hardware status window

(8) hfwRai dSt at function in the RAS library

(9) RAID configuration control command i dctr )

For details about (1) through (3) and (7), €bepter 4. CHECKING THE HARDWARE STATUS. For details

about (8), seé.1.9 Get function for the RAID status (hfwRaidStat) (B model only). For details about (9), s&8
RAID Configuration Control Command (raidctrl) (B Model Only).
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CHAPTER 3 SETTING UP THE RAS FEATURES

3.1 RAS Setup Window

3.1.1 Overview
In the RAS Setup window, you can set up the follayfieatures.

Table 3-1 Features that can be set up in the RAS Setup window

Item
Automatically shutdown if a fan failure is detected
?:tl:if;s\lvn Automatically shutdown if an abnormally high temgtere is detected

Automatically shutdown if a remote shutdown is resped
Watchdog timer settings

Drive usage monitoring settings

Digital LEDs for status indications settings

Pop-up notification settings

Figure 3-1 shows the RAS Setup window. This figsltews the factory default settings.

i RAS Setup ¢
Shutdown getting
Automatically shutdown if fan failure has been detected.

[] utomatically shutdown if sbnormally high temp, has been detected.
Autornatically shutdowr if remate shutdown iz requested.

‘W atchdog timer setting
() Not uzed.
() Retriggered by application program.

(®) Automatic retrigger. Tirneout SEC
Retrigger interval BC

Diive failure prediction setting [SMART)
Function is available.

Diive usage monitoring setting
Function is available. Advanced

Diigital LED setting
Show Hardware status.

Popup notification setting
[ Function iz available, Advanced

o o]

Figure 3-1 RAS Setup window
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3.1.2 Opening the RAS Setup window
To open the RAS Setup window, perform the followprgcedure.

Before you open this window, you need to sign ithewcomputer as an administrator.
1. Click Start.

2. From the list of applications, cli¢kAS Software
3. Click RAS Setup

NOTE

The RAS Setup window cannot be used by multiplesuaethe same time. If you use, for example, user
switching to try to start instances of this windfram multiple consoles, the following message appea

If you receive this message, close the RAS Setupaovi from other consoles, and then try opening the
RAS Setup window again.

RAS Setup [==2al

[ N , Another session member of Administrators group is using this process.
W' Multiple run of this process is not supported.
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3.1.3 Using the RAS Setup window

(1) Shutdown settings

3. SETTING UP THE RAS FEATURES

You can select whether this equipment is automtishutdown in each of the following cases: a fan

failure, an abnormally high temperature, and a tersbutdown request.

i RAS Setup

Shutdown getting
Automatically shutdown if fan failure has been detected.

[ Automatically shutdown if abnamally bigh temp. has been detected.

Automatically shutdown if remote shutdawn iz requested.

Watchdog timer setting
() ok uzed.
() Retriggered by application progranm,

Tirneout =]
Retrigger interval EC

Dinive Failure prediction zetting [SMART)
Function i available,

(®) Automatic retrigger.

Diive usage monitoning setting

Function is available. Advaticed
Digital LED setting

Show Hardware status.
Popup notification zetting

[ Function is available. Advanced

Ok

t  Cancel 3

Figure 3-2 Shutdown settings items

e Automatically shutdown if fan failure has been deteted. check box

« Selected: This equipment will automatically stowteh (factory default setting).

* Cleared: This equipment will not automaticallyigtown.

e Automatically shutdown if abnormally high temp. hasbeen detectedcheck box

« Selected: This equipment will automatically stovteh.

* Cleared: This equipment will not automaticallyigtown (factory default setting).

e Automatically shutdown if remote shutdown is requeted. check box

« Selected: This equipment will automatically stowteh (factory default setting).

* Cleared: This equipment will not automaticallyigtown.

To change the current setting, click the checkthax you want to change.

NOTICE

If this equipment continues to operate after a fan failure is detected, internal parts such as the
processor will not cool sufficiently, which might cause the thermal runaway of the system due to
a malfunction in the equipment, or result in damage to parts.




3. SETTING UP THE RAS FEATURES

NOTE

« If you clear theAutomatically shutdown if fan failure has been deteted check box, the following
cautionary message appears. Enable this featueet(sige check box) whenever possible.

RAS Setup (2]

If the computer is continucusly used during a fan abnormality,
! . the processor and other built-in parts may break down,
Are you sure to disable the automatic shutdown function?

oK | [ Cancel

If you click Cancd when you this message appears, the check bomsetol the selected state. If you
click OK, the check box is cleared.

« After an automatic shutdown initiated by thisttea is complete, the power turns off.

« The remote shutdown input is polled every 5 sdsoithis means that it might take up to 5 seconds
from when a remote shutdown is requested to wheadtual shutdown process starts.
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(2) Watchdog timer settings
You can set up the watchdog timer of this equipment
You can select one of the following ways of usihg watchdog timer by clicking the radio button
corresponding to the item:
* Not used.
» Retriggered by an application program.
« Automatic retrigger.
The factory default setting Butomatic retrigger.

i RAS Setup =

Shutdown setting
Automatically shutdown if fan faillure has been detected.
[ Automatically shutdown if sbrarmally bigh temp. has been detected.
Automatically shutdown if remote shutdown iz requested.

Watchdog timer zetting 3
() Mok uged,
() Retriggered by application program.
(®) Automatic retrigger. Timeout e
Retrigger interval ZEC
S

Drrive failure prediction setting [SMART)
Function is available.

Diive uzage monitoring setting
Function is available. Advanced

Digital LED zetting
Show Hardware status.

Popup notification setting

] Function is available. Advanced

o | [TEEE]

Figure 3-3 Items in the watchdog timer settings

e Not used
If you select this item, the watchdog timer stapg] the watchdog timer will not time out. In adalitj you
cannot use the watchdog timer by callingYigkk Cont r ol function of the RAS library.

e Retriggered by application programs
If you select this item, you can monitor the operadl state of a user program by controlling thécheog
timer by using th&\dt Cont r ol function of the RAS library.

NOTE

When you change the settingRetriggered by application program, the watchdog timer stops once.
While the watchdog timer is stopped, it will netiene out. When a user application retriggers the
watchdog timer by using thAdt Cont r ol function of the RAS library, the watchdog timesuenes its
countdown. You can check the state of the watchishogr (whether it is counting down or stopped) by
using thedt Cont r ol function.
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e Automatic retrigger

If you select this item, the watchdog timer is anddically retriggered by the automatic retriggerfegture

of the watchdog timer. In addition, you cannot tieewatchdog timer by calling thgit Cont r ol

function of the RAS library.

If this item is selected, you can configure theigger interval of the automatic retriggering faatand the

timeout of the watchdog timer.

» Timeout
This sets the timeout of the watchdog timer by gisimgle-byte numeric characters. Enter an integer
value between 5 and 60 (in seconds). The factdiguttesetting is 60 seconds.

» Retrigger interval
This sets the retrigger interval of the automatitiggering feature of the watchdog timer by using
single-byte numeric characters. Enter an integkerevbetween 1 and (timeout - 4) (in seconds). The
factory default setting is 20 seconds.

You can set a timeout and retrigger interval ohlyou selectAutomatic retrigger. If Automatic

retrigger is not selected, you cannot enter these values.
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(3) Drive usage monitoring settings
You can set up the drive usage monitoring settiBgsclicking Advanced, you can configure the advanced
settings of this feature.

i RAS Setup >

Shutdown setting
Automatically shutdown if fan Failure has been detected.
[ Automatically shutdown if abnormally high temp, has been detected,
Automatically shutdown if remote shutdown is requested.

“Watchdog timer setting
() Not uged.
() Retriggered by application program.

(®) Automatic refrigger. Timeout B
Retrigger interval B0

Diive Failure prediction setting (SHMART)
Function is available.

Dinive uzage monitaring setting
Function is available. Advanced

Digital LED zetting
Show Hardware status.

Popup notification setting

] Function is available. Advanced

o | B

Figure 3-4 Items in the drive usage monitoring settings

e Function is availablecheck box
« Selected: Drive usage monitoring is enabled t¢fycdefault setting)
» Cleared: Drive usage monitoring is disabled.
To change the current setting, click the check box.
If drive usage monitoring is disabled, you canres the notification features describe@i# Drive Usage
Monitoring such as indicating whether the value of the dpewer-on (used) hours exceeds the threshold.
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e Advanced button

If drive usage monitoring is enabled, cliskvancedto display the window shown in Figure 3-5. If driv
usage monitoring is disabled, this button is grayetdand unavailable.

Advanced

Dirive bay2
Enabls feature
It reparts when the uzed howrs pazses | 20000 hours.

Reset

Dirive bayl

Enable feature
It reports when the used howrs passes | 20000 haurs,

Reset

*The default factory-shipped setting iz 20000 hours.

o | [T

Figure 3-5 Advanced settings for drive usage monitoring

e Function is availablecheck box
» Selected: Drive usage monitoring is enabled t¢fgcdefault setting)
« Cleared: Drive usage monitoring is disabled.

e The box inlt reports when the used hours passd___ | hours
Specify a threshold (a single-byte number) fordhiee power-on (used) hours so that you can bdiedti
when the value of the drive power-on (used) hoxcgeds the threshold. Enter an integer value imshou
ranging from 100 to the maximum value at 100-hagréments. The factory default setting is 20000
hours.
The maximum value that can be set is 99900 hours.
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If you want to clear the current cumulative powerfased) hours, clicResetto clear the value. The

following message then appears:

RAS Setup X

0 Integrated value is cleared.

Areyousure T

o | [TEmET]

If you click OK when the message appears, the value of the cauentlative power-on (used) hours is

cleared. ClickCancelto leave the value as is.

To apply any advanced settings that you changéxk OK .
To discard the changes, cli€lancel The window then closes and the changes are lost.

3-9



3. SETTING UP THE RAS FEATURES

(4) Digital LEDs for status indications settings
You can set up the display mode of the digital LE@rsstatus indications located on the front of the

equipment.

i RAS Setup >

Shutdown setting
Automatically shutdown if fan failure has been detected.
[] Automatically shutdown if abnormally high temp. has been detected.
Automatically shutdown if remote shutdown is requested.

‘watchdog timer setting
() Mot uged.
(O Retriggered by application program.

(®) Automatic retrigger. Timenut sec
Fietrigger interval =

Drrive failure prediction setting (SMART)
Function is available.

Dirive uzage monitoring setting
Function is available. Advanced

Digital LED' zetting
Show Hardware status.

Popup notification setting
[ Function is available. Advanced

o | =]

Figure 3-6 Items in the digital LEDs for status indications settings

e Show Hardware statuscheck box
« Selected: Hardware status display mode (factefsudt setting)
» Cleared: Application status display mode
To change the current setting, click the check box.
For details about the functionality of the digit&iDs for status indications, including its displapdes, see
4.4 Functionality of the Digital LEDs for Status Indications.
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(5) Pop-up natification settings
You can set up the pop-up notification settingsckihg Advancedallows you to configure the advanced
settings of this feature.

i RAS Setup 4

Shutdown setting
Automatically shutdown if fan failure has been detected.
[] Automatically shutdoven if abrarmally high temp. has been detected.
Automatically shutdown if remote shutdown is requested.

YWatchdog timer getting
() Not uged.
() Retriggered by application program.

(®) Automatic retigger. Timeout zeC
Retrigger interval $EC

Diive Failure prediction etting (SMART)
Function iz available.

Diive uzage monitoring setting
Function is available. Advanced

Digital LED zetting
Show Hardware status.

Popup notification setting

[ Function iz available. Advanced

| Coma]

Figure 3-7 Items in the pop-up notification settings

e Function is availablecheck box
» Selected: Pop-up notifications are enabled.
« Cleared: Pop-up natifications are disabled (factiefault setting).
To change the current setting, click the check box.
If the Function is availablecheck box is not selectefidvancedis grayed out and unavailable.

3-11



3. SETTING UP THE RAS FEATURES

e Advanced button

Click Advancedto display the following window.

Advanced

Events

Select the events that enables the popup notification.

Fan failure

Abnormally high temp.
Drive faillure prediction
Drive usage excess

Error correcting in memary

Memary Failure

Meszage editing

Edit the message of the popup natification.
Edi... Set default...

Caonfirmation of message

Diizplay the meszage for confimatian.

Event: | Fan failure

£

Advanced

Events
Select the events that enables the popup notification.

Fan failure
Abnomally high temp,
Dirive failure prediction
Drive usage excess
Ra&ID error iz detected
Errar carrecting in memary
temory failure
Meszage editing
Edit the message of the popup natification.
Edit... Set default..

Corfirmation of meszage

Dizplay the message for confimation.

Ewent: | Fan faiure hd

Object: | Spstem fan ~ Dizplay meszage

T

B model

Figure 3-8 Advanced pop-up notification settings

Obiect | Spstem fan ~ Display message...
o
A/S model
Events

* Fan failure

« Abnormally high temp.
« Drive failure prediction
« Drive usage excess

* RAID error is detected. (B model only)

« Error correcting in memory
* Memory failure

You can disable or enable pop-up notificationsgfach of these items.

e Check box for each item

» Selected: Pop-up notifications are enabled (fgadefault setting)

» Cleared: Pop-up notifications are disabled.

To change the current setting, click the check box.

If the monitoring feature is disabled, the systeithmot send notifications even if pop-up notificats are

enabled.
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Message editing
You can edit the pop-up notification messages dwetlcthe messages after you edit them. For infoomat
about how to edit and check these messages, Ede=diting pop-up notification messages.

To apply any advanced settings that you changat ©K. To discard the changes, cli€ancel The
window then closes and the changes are lost.

(6) Applying the changes you made in (1) throughofcdiscarding the changes
If you changed the settings in (1) through (5) aaht to apply the changes, cli€iK. The RAS Setup
window closes and the settings are applied immelgiato discard the changed settings, ctdncel The
RAS Setup window then closes and the changes sire lo

3-13



3. SETTING UP THE RAS FEATURES

3.1.4 Editing pop-up notification messages
(1) Editing pop-up notification messages
If you want to edit the messages that are usepdprup notifications, clickedit. Notepad launches, and the
message definition file for pop-up notificationojgened. Edit the messages in the following format.

NOTE

While you are editing messages, you cannot dodh@anfing:

* Click Edit.

* Click Set default

 Click Display message

» Close the RAS Setup window (by clicki@K or Cance).

If you attempt to perform one of these actions,fttlewing cautionary message appears.

RAS Setup b4

The editor remain opened.

Please try again after closing the editor,

If you click OK when this message appears, you return to the RA$H Svindow.
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m Format of a message definition file
The format of a message definition file is as fako

;-- Exanple of the definition of messages --
[ SYSTEM FAN] <4——— Section

Li ne1=""

Li ne2=""

Li ne3="System fan revol utions deteriorated significantly."

'\ \

Ke
[ CPU- FAN] y Value

Li ne1=""
Li ne2=""

Li ne3="CPU fan revol utions deteriorated significantly."

Figure 3-9 Format of a message definition file

A message definition file consists of sections,skeynd key values.
Each section contains keys and their values. Adkelyits value are separated by an equal sign (
Lines that start with a semicolon)(are comment lines.
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m Descriptions in a message definition file
1. Section
The following table shows a list of section nanfes tyou can define for this feature, and an expiana
of the message that you define for each section.

Table 3-2 Section names and defined messages

Section name Defined message
[ SYSTEM FAN] A message displayed when a system fan failuretectisl.
[ CPU- FAN| A message displayed when a CPU fan failure is tidec
[ TEMP] A message displayed when an abnormal temperatdetésted inside the chassis.
[ DRV1- SMART] #1 A message displayed when a drive failure prediof®ART) is detected for drive bay 1}.
[ DRV2- SMART] #1 A message displayed when a drive failure prediof®ART) is detected for drive bay 4.

[ DRV1- OFFLI NE] #2  |A message displayed when a RAID failure is detedtegito a drive failure in drive bay 1}

[ DRV2- OFFLI NE] #2 | A message displayed when a RAID failure is detedigglto a drive failure in drive bay 2

[ DRV1- OVERRUN] #*  [A message displayed when the drive power-on (useds exceed the defined value for

drive bay 1.

[ DRV2- OVERRUN] #* | A message displayed when the drive power-on (usedds exceed the defined value for|
drive bay 2.

[ DI MML- ERR] A message displayed when error corrections aretetdrequently in DIMML1.

[ DI MV2- ERR] A message displayed when error corrections aretketérequently in DIMM2.

[ DI ML- FAI LURE] [A message displayed when a memory failure mighe lmeurred in DIMM1.
[ DI M- FAI LURE] [A message displayed when a memory failure mighe lmeurred in DIMM2.

#1: Regardless of the installed drive, this sectiame is fixed.
#2: B model only.
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2. Keys
For a key, specify the line number of the line tigpd as a part of the pop-up message.
In this feature, you can use the keys Linel thrdiigh5 for each section.
If you specify keys other than Linel through Lin#se keys are ignored.

3. Values
Specify one line of the message displayed as aop#ne pop-up message for a value.
For each key, you can assign a maximum of 50 ftebaracters (up to 25 double-byte characters). If
you specify more than 50 bytes of characters, tlagacters from the 51th byte onward are ignored.
If a line includes space characters, enclose ttieeeralue in double quotation marks)( An empty

value is treated as a newline character.

NOTE

« When you save the changes, make sure yoSagein the menu. If you do not, the changes you made
might not be saved properly.

» While you are editing a message definition file,not use another application to edit the sareelfil
you edit a message definition file from multiplgoépations at the same time, the changes mighbeot
saved properly.

* When you edit a pop-up notification message, nsgke that the message clearly states that an error
occurred. If you continue to use this equipmentlevlin error persists, your system might be
significantly affected.
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(2) Checking pop-up notification messages

You can check the changes you made in the messagadh of the following items:
* Fan failure
« Abnormally high temp.
« Drive failure prediction
 Drive usage excess
* RAID error is detected. (B model only)
 Error correcting in memory
* Memory failure

The following shows how to check changes you makéé¢ messages.

1. From theEvent list, select the event you want to check.
In this list, only the items und&ventsselected by using the check boxes appear. IfemsitundeEvents
have been selected by using the check boxes, yowtaelect an item from the event list.

Fan failure ~

Abnormally high temp.
Dirive failure prediction
Dirive uzage excess
RAID eror iz detected.
Error comecting in memory
b emnary failure

Example of selecting fan failure

2. From theDbiject list, select the object that you want to check.
The items that appear in this list depend on #m ithat you selected in step 1.

Syztem fan

Suztem fan

CPLU fan

Example of selecting the system fan
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The following table shows items displayed in @igject list for each option you select in tB®ent list.

Table 3-3 Items displayed in the object list for each option selected in the event list

Option in the event list Items in the object list
Fan failure System fan, CPU fan
Abnormally high temp. Temperature inside the clgassi
Drive failure prediction Drive bay 1, Drive bay 2
Drive usage excess
RAID error detection Drive bay 1, Drive bay 2
Error correction in memory DIMM1, DIMM2
Possible memory failure

3. Click Display message
A pop-up notification message appears based ochitnieges you made. After you confirm the message,
click OK.

g RAS Popup Message [CPUFAN-ERR] X

Revolutions of fan at power supply deteriorated
remarkably.

If the message has not been edited or there isthorgenvrong in the message definition file, thddaling
message appears. Cli€iK to go back to the RAS Setup window. Correct thengies that you made in
the message.

RAS Setup X

Message is undefined or invalid,

Please check the editing contents of the message.
In the case of current setting, the default message is displayed.
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(3) Restoring the default messages
If you want to return the pop-up notification megssito the default values, cli€et default The following
message appears. Cli¥lesto discard the changes you made in the messauggtioeffile.

RAS Setup

All message is reset to the default.

Edited message is completely erased, are you sure?

Yes . Mo

If you click No, the changes are not deleted, and the messagexs deturn to the default values.
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CHAPTER 4 CHECKING THE HARDWARE STATUS

You can check the hardware status of this equipimgnising the following methods:

1)

()

3)

(4)

()

Checking by using a GUI

You can check the hardware status of this equipimgnising a graphical interface. For details, &ée
Hardware Status Window.

Checking by using a user application

A user application can check the hardware stattlBi®fquipment by monitoring the status of evdiects.
For details, sed.2 RAS Event Notifications.

A user application can also obtain the hardwaristaf this equipment by using the RAS library. For
details, sed.6 Status Acquisition by Using the RAS Library.

Checking on the desktop of this equipment

A pop-up message appears to notify users whenseoamur in the hardware of this equipment. Foritieta
seed.3 Pop-up Notifications.

Checking by using the digital LEDs for statndications on the front of this equipment

The digital LEDs for status indications are locabv&dthe front of this equipment and notify userewh
errors occur in the hardware of this equipment.sEHeEDs can also be used by user applicationsto, f
example, notify maintenance personnel of failuFes.details, sed.4 Functionality of the Digital LEDs for
Status Indications.

Checking from a remote device

A remote device can check the hardware status®etiuipment. A remote device can also be notified
whenever the hardware status changes. For deted4,5 Remote Notifications.
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4.1 Hardware Status Window

4.1.1 Overview
After you sign in to this equipment, there will @lys be an icon in the notification area of the basko display
the hardware status. If you double-click or righticthis icon to display a pop-up menu and theckdDisplay
Hardwar e status, detailed information about the hardware statuhisfequipment is displayed.
This window displays the following information:
+ Condition of the fan
« Condition of the temperature inside the chassis
* Drive failure prediction (SMART monitoring) corain
* Drive power-on (used) hours
* RAID status (B model only)

Hardware status @
Hardware status @ Fan condition
Fan condiion @ Fan iz working nomally.
Far iz working normally.
Temperature condition
Temperature condition
| Present temperature iz normal. Bk
’ RAID status [ Optimal
Diive Crive bT-_l;Q "
Drrive bay2 R
@ Healthy.
i [Bg) OFFLINE
Used hours is 1000 hours. Usedlpls T [ |L|
Diive bayl Dirive bayl
Healthy.
Healthwy.
ezt 0 e Used hoursis 1000 hours, | & oFFUNE |
[ ok ] [ Refiesh [ Refiesh |
A/S model B model

Figure 4-1 Hardware status window

NOTICE

When the Hardware status window shows an error in the hardware, resolve the problem
causing the error immediately.

NOTE

« For information about how to replace a replaceaimponent, see thé=-W 2000 Model 58/55/50
INSTRUCTION MANUAL (manual number WIN-62-0073).

» This window displays only the internal drivestthee recognized at OS startup. If you connectva ne
drive or replace a drive with a new drive, for exdan for maintenance, it might take a long time to
recognize the new drive the first time the equipnstarts up after the new drive is connected, and
information about the drive might not be displaydéduch cases, restart this equipment.
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4.1.2 Hardware status icon
There will always be an icon in the notificatiorarof the taskbar to display the hardware status.

Note that, when you are using the factory defeetlirsgs, the icon does not appear. If you clickahew at the
side of the notification area, the icon appeargolf want to always have the icon appear in théication area
of the taskbar, right-click the task bar, and tfrem the menu that appears, clis&tings. Then, in the window
that appears, clickelect which icons appear on thetaskbar, and then turn on the icon femvdisp MFC
Application.

Toolbars

Search

" Show Task View button

Show touch keyboard button

Cascade windows
Show windows stacked
Show windows side by side

Show the desktop
Task Manager

< Lock all taskbars

¥ Settings

Right-click the taskbar to display the menu.
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NOTE

In rare cases, registering the hardware statustectime taskbar fails, and the following messagmeaps.
If this happens, perform the following proceduredtry the registration of the hardware status.icon

STDenvdisp @

! Failed to register the icon.

1. Click OK in the dialog box.
2. Click Start.

3. In the list of applications, clidRAS Software, and then clicRAS Status
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(1) List of displayed icons and description of eaxn
Table 4-1 shows a list of displayed icons and @rij@son of each icon. A description of the dispdyicon
appears when you point the mouse to an icon.

Table 4-1 Hardware status icon

Hardware

[®N

No Icon Description of the icon
status
1 |Normal g The hardware status is normal.
2 A fan failed.
3 An abnormal temperature was detected.
4 A fan failed. An abnormal temperature was detected.
5 A fan failed. A drive failure is possible.
6 An abnormal temperature was detected. A drive rfaiisi possible.
7 A fan failed. An abnormal temperature was detectedrive failure is
possible.
8 A fan failed. The power-on (used) hours exceededhheshold.
9 Error Q An abnormal temperature was detected. The powgused) hours exceede]
the threshold.
A fan failed. An abnormal temperature was deteciée. power-on (used)
10
hours exceeded the threshold.
11 A RAID error was detected.
12 A fan failed. A RAID error was detected.
13 An abnormal temperature was detected. A RAID enas detected.
14 A fan failed. An abnormal temperature was detecfdeRAID error was
detected.
15 i A drive failure is possible.
Caution =
16 = The power-on (used) hours exceeded the threshold.

Nos. 5 through 7 and 15: When both "The power-@ed) hours exceeded the threshold" and "A drivartais
possible" happen at the same time, the descripfitime icon does not show "The power-on
(used) hours exceeded the threshold".

Nos. 11 through 14: When both "A drive failure @spible” (or "The power-on (used) hours exceededtteshold”)

Nos. 15 and 16: If a hardware status error is dedeat the same time, the icon for a hardware s&tor is
displayed.
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Figures 4-2 and 4-3 show examples of displayingi#seription of an icon when the hardware statuhisf
equipment is normal and when the hardware statsigharror.

Hardware status is normal.

Figure 4-2 Example of displaying the description of an icon (when the hardware status is normal)

RAID error detected.

- ENG 17
0 T L
=1 REX E.] ® 5T 02/0

A

Figure 4-3 Example of displaying the description of an icon (when the hardware status has an error)

(2) Menu of the hardware status icon
If you right-click the icon, a pop-up menu appears.

Undisplay the icon

Display Hardware status

EMNG 15:35

Fa :l L C]
e o 0 &

Right-click the icon to display a popup menu.

Figure 4-4 Menu of the hardware status icon

e Display hardware status
Click this to display thélardware status window.
e Undisplay theicon
Click this to delete the icon from the notificatiarea of the taskbar.
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4.1.3 Hardware status window

4. CHECKING THE HARDWARE STATUS

TheHardwar e status window shows the details of the hardware statukiefequipment.

Figure 4-5 shows how to open tHardwar e status window.

Hardware status

Fan conditian

Temperature condition

Drive

RAID status [ Dptimal |
Diive bayZ [ HOD |
Healthy.

Used hours is

Diive bayl [HDD ]
Healthy.

Used hours is

@ Fan i working normally.

D Present temperature iz normal

0 hours.

0 hours.

& OFFLINE

¥ OFFLINE

Refresh

2. The Hardware status window opens.

Notification area of the taskbar

1. Double-click the hardware status icon.
Alternatively, right-click the icon to display a popup menu,
and then from the displayed menu, click Display hardware status.

Figure 4-5 Starting the Hardware status window
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4. CHECKING THE HARDWARE STATUS

(1) Description of the window
1. Fan condition
This shows the current status of the fans.

Table 4-2 Fan condition and displayed information

Fan condition Icon Information

Normal Q:. The fan is working normally.

. . X AT A fan failure was detected.
Excessively low rotation speed For details, refer to the event log.

2. Temperature condition
This shows the current status of the temperatwidérthe chassis.

Table 4-3 Temperature condition and displayed information

Temperature status Icon Information

Normal The current temperature is normal.

Abnormally high temperaturg The temperature in the unit has exceeded the mamir]
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4. CHECKING THE HARDWARE STATUS

3. Drive condition
This shows the current status of the drives. Iféllewing areas, the drive conditions of drive dagnd
drive bay 2 are displayed.

Table 4-4 Drive condition and displayed information

No. Drive condition Icon Information

1 | Normal = This condition is healthy.

5
2 | Failure prediction by SMART L:{;,i A failure might be imminent.

: The hours that the drive has been used exceed the
\lf} prescribed value.

4 Th(_e drive is The drive is offline.
offline.

The drive = o . .
is being rebuil. = The drive is being rebuilt.

6 Unknown Unknown

7 | Not installed .......... i No drive is connected.

3 | Excessive drive usage =

5 |Error

Nos. 4 and 5: These descriptions apply only tad®maodel.

NOTICE

When the failure of a drive is anticipated, the drive might experience hardware failure in the
near future. We recommend backing up the data and replacing the drive. For information about
how to replace a drive, see the HF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manual
number WIN-62-0073).
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4. CHECKING THE HARDWARE STATUS

4. Drive type

This displays the type of the drive.

Table 4-5 Drive type and displayed information

No. Drive type Displayed information
1 |HDD [ HDD|
2 |SsSD [ SSD|

3 [ Unknown

[---]

5. Drive used hours

The number of hours that the drive has been usedc(imulative hours to date) is displayed. Theevalu

the cumulative hours is updated every hour betv@eand 100 hours, and every 10 hours after that. The

range of the cumulative hours that can be displagyé@m 0 and 99990 (hours). If drive usage maimp

is disabled, the number of hours that the driveldeses used cannot be displayed.

6. RAID status (B model only)

The RAID status is displayed.

Table 4-6 RAID status and displayed information

RAID status
No. Detailed Displayed information Note
information
1 [Optimal]
Normal -- - - -

2 [Optimal (Media Error)] [A media error occurred.

3 [ Degr ade]

4 [ Degrade (Media Error)]

5 |Degraded [ Degrade (Rebuild: xx%] [xx: Progress of the rebuild proces

5 Rebuilding [ Degrade (Rebuild: x@% |xx Progress of the rebuild proced
Media Error)] A media error occurred.

7 | Unknown -- [ Unknown]
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4. CHECKING THE HARDWARE STATUS

7. OFFLINE button (B model only)
Click this button to disconnect the correspondinigedfrom the RAID.
This button works only when the drive conditionaodirive in the RAID is either "Normal”, "Failure
prediction by SMART", or "Excessive drive usage".
To disconnect a drive, you must have administrativileges. Sign in to the computer as an admiatstr
and clickOFFLINE.
When you clickOFFLINE, a confirmation message similar to the one showFigure 4-6 appears. To
disconnect the drive from the RAID and set the @tiv offline, clickYes. If you click No, the drive will
not be disconnected.

OFFLINE COMTROL

The drive of the drive bay2 will be made offline.
Are you sure you want to continue with this process ¥

Yes . No

Figure 4-6 Confirmation message when disconnecting the drive in drive bay 1

NOTE

« A disconnected drive cannot be set back to ordim used again. Before disconnecting a drive,rensu
that you have selected the correct drive to beodisected.

* Note that if User Account Control (UAC) is disatiland a user without administrator privilegeskslic
OFFLINE, the following message appears, and the drivenasillbe disconnected. When you need to
disconnect a drive, sign in to the computer asdimnimistrator and clicOFFLINE.

OFFLINE CONTROL =

! . Access is denied.

Figure 4-7 Message when arequest to disconnect the drive in drive bay 1 is rejected

* You cannot disconnect a drive from a remote s@ssi
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4. CHECKING THE HARDWARE STATUS

8. Refresh button
If you click this button, the latest hardware ssaiacquired, and the information in the window is
refreshed.

9. OK button
Click this button to close thdar dwar e status window
Figure 4-8 shows thdardwar e status window when there is a hardware status error.

Hardware status @

Fan condition

lﬂﬂ). Fan failure iz detected.

(:yJ Foor the detailz, refer to the event log.
Temperature condition

U Temperature in the unit has exceeded the upper limit.
.

Drive

RAID status [ Degrade ]
Dinve bay2
OFFLIME.

¥

..... Hyl OFFLIME
Dinive bayl
A failure may be imminent.
Used howrs is 1000 hours. My OFFLIME
[ ok | [TRehesh |

Figure 4-8 Hardware status window (example display in the case of an error)

4-12



4. CHECKING THE HARDWARE STATUS

4.2 RAS Event Notifications

4.2.1 Overview
When an event that must be reported to a user gcsuch as a hardware failure, this feature netdie
application of the event by setting an event objethe signaled state.
The application can detect event such as hardwadteds by monitoring when the event objects atécsthe
signaled state.
Event objects are reset to the nonsignaled sta¢m we cause of the event is cleared.

4.2.2 Detecting an event
To detect an event:
1. Use thedpenEvent Windows API function to get the handle to the e\aject.
SpecifySYNCHRONI ZE for the parametaitwDesi r edAccess (the access to the event object).
2. Use thaMai t For Si ngl eObj ect orWai t For Mul ti pl eObj ect Windows API function to monitor
when the event object is set to the signaled state.
Table 4-7 lists the events to be reported to a aisértheir respective event objects.

Table 4-7 Reported events

No. Event Event object name
1 [ A system fan failure occurred. W2KRAS_SYSFAN_ERR _EVENT
2 | A CPU fan failure occurred. W2KRAS CPUFAN_ERR_EVENT
3 | The temperature inside the chassis became abhorma W2 KRAS TEMP_ERR EVENT
4 | A remote shutdown request was generated. W2KRAS_RMTSTDN_EVENT
5 | SMART anticipated a failure in one of the drives. W2KRAS_HDD PREDI CT_EVENT
6 | The power-on (used) hours exceeded the thre$tiotthe of the drives| HFW HDD_OVERRUN_EVENT
7 | Frequent error corrections occurred in one ofitleenory slots.
HFW MEMORY_ERR_EVENT
8 | A possible failure was detected in one of the wmrslots.
9 | The RAID status is normal. HFW RAI D_OPTI MAL_EVENT
10 [The RAID status is abnormal. HFW RAI D_DEGRADE EVENT

Nos. 7 and 8: The same event object name is askijpeause both events indicate a possible meraduyd.

No. 10: The event object is also signaled if notifion of media errors is enabled (set to ON) antkdia error
occurs.

NOTE

When you use an event object in a program, you teeaddd@ obal "\ to the beginning of the name of
the event object.
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4. CHECKING THE HARDWARE STATUS

4.2.3 Example of using event objects
We provide a sample program in EafEr r . ¢) to show how to monitor event objects. For the aarinthe
sample program and information about where youficahit, see6.2 Sample Programs.
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4. CHECKING THE HARDWARE STATUS

4.3 Pop-up Notifications

4.3.1 Overview
When an event that must be reported to a user scsuch as a hardware failure, this feature netdieser of
the event by displaying a pop-up message on thdajeBy using this feature, a user can identiit #n event
such as a hardware failure occurred.
More specifically, a pop-up message is displayetthénfollowing cases:
e A fan failure is detected.
e An abnormally high temperature is detected infliidechassis.
e A drive failure is anticipated (by SMART).
e The drive power-on (used) hours exceeded thehbles
e An error correction in memory is frequently degett
e A RAID error is detected (B model only).

Figure 4-9 shows an example pop-up message nadifiicashen a system fan failure has occurred.

[ RAS Popup Message [PSFAN-ERR] == \
Revolutions of fan at power supply deteriorated Click the Close button [x]
remarkabTy. to close the window.
L.

Click OK to close the window.

Figure 4-9 Example pop-up message notification
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4. CHECKING THE HARDWARE STATUS

4.3.2 Messages to be displayed
Table 4-8 shows a list of the pop-up notificatioassages that this feature outputs.
You can edit these messages. For details aboingdiessages, s&¢l.4 Editing pop-up notification messages.

Table 4-8 Displayed messages

No. Event Pop-up notification message
1 | A system fan failure occurred. The revolutionshef system fan deteriorated significantly
2 | A CPU fan failure occurred. The revolutions of BPU fan deteriorated significantly.
3 Zargﬁotfg;:.erature inside the chassis beca%e temperature has exceeded the prescribed value.
4 | SMART anticipated a drive failure. A failure migte imminent on the drive in drive bégl.
5 The number of hours that the drive has bgEine number of hours that the (_jrive in drive Bélyhas been
powered on (used) exceeds the thresholdused has exceeded the prescribed value.
6 | Frequent error corrections occur in memoBrror corrections occurred with high frequency itMM %1.
7 | A possible memory failure was detected. DIM®A might have failed.
8 | A RAID error occurred. The RAID status is DEGRADPrive bay%1)

Nos. 4 and 5%1 denotes the drive bay number.
Nos. 6 and 7%1 denotes the DIMM slot number.
No. 8: This message is displayed for the B modgl.on

4.3.3 Pop-up notification settings
This feature can be enabled or disabled in the B&Bp window. In the factory default settings, fieisture is
disabled. If this feature is disabled, pop-up mgssare not displayed.
For details, se8.1.3 Using the RAS Setup window.
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4. CHECKING THE HARDWARE STATUS

4.4 Functionality of the Digital LEDs for Status Indications

4.4.1 Overview

When an event that must be reported to a user csuch as a hardware failure, this feature netifie user of
the event by displaying a code via the digital LE®sstatus indications located on the front oftbguipment.
By using this feature, a user can identify whemreeent such as a hardware failure occurs.

In addition, a user application can output any codé¢he digital LEDs for status indications by gslibrary
functions. A code is displayed as a two-digit heauhal number.

VR e ¢ The system status is displayed
ﬂ ﬁ ﬂ ﬂ as a two-digit hexadecimal code.
(G

[] [] L] <— Status indication LEDs
1) o) 3) (2) RAS. staFus
(2) Application status
(3) BIOS status

Figure 4-10 Digital LEDs for status indications
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4. CHECKING THE HARDWARE STATUS

4.4.2 Displayed status codes
(1) Hardware status code
A hardware status code is displayed when an easobcurred in the hardware status of this equipnifen
the hardware status is normal, no hardware staides is displayed.
When a hardware status code is displayed, the dsttivED in the status indication LEDs is lit.

If the hardware status is normal If the hardware status is not normal

e S’

[ L
g .

o 0O 0O B O O
N ~ ) *
Off On

Figure 4-11 Hardware status codes

Table 4-9 lists the hardware status codes.

Table 4-9 Hardware status codes

No. | Status code Cause Priority
1 12 A system fan failure occurred. 5
2 13 A CPU fan failure occurred.
3 21 The temperature inside the chassis becamerabho 3
4 31 A failure is anticipated for the drive in dribay 1. 4
5 32 A failure is anticipated for the drive in dribay 2.
6 41 Drive bay 1 is offline.
7 42 Drive bay 2 is offline. 1
8 4c RAID is in an unknown status.
9 4d A RAID media error occurred.

Nos. 6 through 9: These status codes are dispfayede B model only.

If multiple failures occur at the same time, thets$ code with the highest priority (the statusecwith the
smallest value in thBriority column of Table 4-9) is displayed. If multipleltaies with the same priority
occur at the same time, the status code of theréaihat was detected last is displayed.
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4. CHECKING THE HARDWARE STATUS

(2) Application status codes
An application status code is displayed by a uppli@ation by using the library functions provideg this
feature.
When an application status code is displayed, éméec LED of the status indication LEDs is lit.

Figure 4-12 Application status code

(3) Code displayed for a bug check (blue screen)
This error code is displayed when a bug check (btween) occurs during system operation. Regardfess
the status display mode, this error code is digmlayith the highest priority. For information abdlu status
display modes, se4.3 Satus display modes.
When a bug check (blue screen) occurs, the stadlisation LEDs are lit as shown in Figure 4-13.

If the display code is not 80 If the display code is 80

B O O B O O
¢ 4 —
On On On

Figure 4-13 Status indication LEDs when a bug check (blue screen) occurs
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4. CHECKING THE HARDWARE STATUS

Table 4-10 shows a list of codes displayed wheangadheck (blue screen) occurs.

Table 4-10 Codes displayed when a bug check (blue screen) occurs

No. Code Cause
1 F8 . .
> = A parity error occurred in the PCI bus.
3 FA An uncorrectable memory error occurred.
4 Fb The NMI button is pressed.
5 80 An error other than the preceding occurred

For information about the priority used to disp&ach code, sek4.4 Priorities of displayed codes.
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4.4.3 Status display modes

This feature has two display modéardware status display mode andapplication status display mode.

Table 4-11 Status display modes

Status display mode Description

-

When the hardware status is normal, an applicatiatus code is displaye
Hardware status display modg When the hardware status has an error, a hardetes £ode has higher
display priority.

Only an application code is displayed.

Application status display modé&ven when the hardware status has an error, tlievaee status code is ng
displayed.

—

The status display mode can be configured in th& BAtup window. The factory default setting isllhedware
status display mode.

For information about how to use the RAS Setup wndsee3.1.3 Using the RAS Setup window.

Note that if the hardware status is normal andetieno application status code to display, the £ BE® all off.
Figure 4-14 shows an example of what is displayetié status display mode. The dotted lines inreigu14
denote the respective display modes, and the timeldenotes the transition of the state of the EED

Recovery from Recovery from
hardware error hardware error
Hardware status _______ * __________ * ______________
code is displayed Hardware Hardware
error occurs * error occurs*
Application status - - - - _ ___ p—— oo — o ___ R _______.

code is displayed
User application stops
using the LEDs

LEDs are requested by

> Time —
user applications

User application ,4—
starts using the LEDs

Figure 4-14 Example of the status display mode
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4. CHECKING THE HARDWARE STATUS

4.4.4 Priorities of displayed codes
The following shows the priorities of the codegpthged by this feature.

() Inthe hardware status display mode

Table 4-12 Priority of codes in hardware status display mode

Code class Priority order
Code displayed when a bug check (blue screen) sccur 1
Hardware status code 2
Application status code 3

» The code displayed when a bug check (blue scieam)rs has the highest priority.

« The priority of a hardware status code differpeteding on its cause. For details, 4e&2 Displayed
status codes.

(2) Inthe application status display mode

Table 4-13 Priority of codes in application status display mode

Code class Priority order
Code displayed when a bug check (blue screen) sccur |1
Application status code 2

» The code displayed when a bug check (blue scieam)rs has the highest priority.

4.4.5 Control functions for the digital LEDs for status indications
The following functions are offered as library ftioos for controlling the digital LEDs for statugdications.
For details about the library functions, €&eRASLibrary.
® To display an application status code: UseSbeSt Code7seg function.
® To turn off the currently displayed applicatioatsis code: Use thEur nOf f 7seg function.
® To set the status display mode: Use3heMode7seg function.

4-22



4. CHECKING THE HARDWARE STATUS

4 5 Remote Notifications

4.5.1 Overview
If you use this feature from a remote device, yan check hardware conditions over the network thidihout
this feature, can only be checked when you arebydhis equipment. With this feature, even wherdheare
conditions cannot be checked nearby this equipimecduse, for example, the system administratonéy a
from this equipment or this equipment is built itie facility, the hardware conditions can be cleelckom a
remote device.
This feature uses the Simple Network ManagemertbPob(SNMP) to notify users of hardware conditions
This allows you to use commercially available nekwmanagement software that supports SNMP and to
monitor distributed instances of this equipment atiebr devices, all from a single location.

NOTE

* Remote notifications use SNMP, a protocol indpelication layer of the TCP/IP, and User Datagram
Protocol (UDP) in the transport layer. This medrat tf the network load is high, the hardware
conditions might not be received properly.

« Remote notifications use the SNMP service, adstethfeature of Windows For details about how to
enable the standard WindoWSNMP service, se€5.3 Enabling remote notifications.
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4.5.2 Hardware conditions that can be acquired by using remote notifications
The following hardware conditions and settings lbaracquired from a remote device:
* Fan condition
» Temperature condition inside the chassis
* Drive condition
» Memory condition
* RAID status (B model only)

* I/O status of the general-purpose external cositac

* RAS feature settings

» Operating mode (normal mode)

* Version information of the extended Managemefdrimation Base (MIB) for HF-W

The following transitions of the hardware condisaare sent as notifications to users by usingma tra
(1) Fan condition
* Normal— Error
* Error— Normal
(2) Temperature condition inside the chassis
* Normal— Error
* Error— Normal
(3) Drive condition
* Normal— Failure anticipated
* Normal— Used hours exceeded the threshold
(4) Memory condition
* Normal— Frequent error corrections
* Normal— Possible failure detected
* Frequent error corrections Normal
(5) RAID status (B model only)
 Optimal— Error (Degrade, Unknown)
* Error (Degrade, Unknown)> Optimal
(6) Operating mode
* HF-W stopped— Started in normal mode
* Running in normal mode> Running in simulation mode
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4. CHECKING THE HARDWARE STATUS

4.5.3 Enabling remote notifications
This feature is disabled when you are using thofgdefault settings. Remote notifications usedtaendard
Windows® SNMP service. If you enable the SNMP service, temotifications are enabled.
When using remote notifications, perform the foliogvprocedure to enable the SNMP service:

(1) Opening the SNMP Service Properties window
1. If you have not signed in to the computer aadministrator, do so.
2. Open the Services window:
* Open theControl Panel.
« Double-clickSystem and Security, Administrative Tools, andServices.
3. Double-clickSNM P Service to open the SNMP Service Properties window.

4 Services — a X
File Action View Help
x| mEC BE » 80w

< Services (Local) - Services (Local)
SNMP Service Mame - Description  Status  Startup Type  Log »
£ Secure Socket Tunneling Pr... Provides su... Manual Lec
Start the service {8 Security Accounts Manager  Thestartup .. Running  Automatic Loc
5 Security Center The WSCSV.. Running  Automatic (0. Loc
Description: - Sensor Data Service Delivers dat... Manual (Trig... Lec
Enables Simple Network G} Sensor Monitering Service  Monitors va... Manual (Trig... Lec
Management Protocol (SNMP) ds N A " Manual (T L
requests to be processed by this i Sensor Service service fo... anual (Trig...  Loc
computer. If this service is stopped, < Server Supportsfil..  Running  Automatic Loc
the computer will be unable to C}Shared PC Account Manager  Manages pr... Disabled Loc
process SNMP requests. If this service & spe)l Hardware Detection Provides no..  Running  Automatic Loc
is disabled, any services that explicitly 2/ " Disabled L
depend on it will fail to start. i Smart Car anages ac... sable oc
0 Smart Card Device Enumera... Creates soft... Manual (Trig... Lec

Allows the s... Manual

Enables Sim...

SelllP Trap Receives tra... Manual Loc
0 Software Protection Enables the ... Automatic (.. Met
G Spot Verifier Verifies pote... Manual (Trig... Loc
5. SSDP Discovery Discoversn.. Running  Manual Lec
6 State Repository Service Provides re.. Running  Manual Loc
£ 5till Image Acquisition Events Launches a... Manual Loc
£ Storage Service Provides en... Manual (Trig... Loc
G} Storage Tiers Management  Optimizest... Manual Loc ¥
< >

, Extended { Standard
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(2) SNMP security configuration
1. In the SNMP Service Properties window, click 8eeurity tab.

SNMP Service Properties {Local Computer)
General LogOn  Recovery Agent Tandencles

[iSend authentication trap

X

Accepted community names

Community Rights

Add

() Accspt SNMP packets from any host
(®) Accept SNMP packets from these hosts

Add. Edt Remove

2. If you want to send a trap message wheneveeatitiation fails, select thgend authentication trap
check box.

3. UnderAccepted community names, click Add. The SNMP Service Configuration window is displdye
In theCommunity rightslist, selecREAD ONLY . In theCommunity Name box, enter the community
name that you want to use, and then cheld.

SNMP Service Configuration X
Community rights:
RiSees o [ ]

Community Name:

4. Specify whether to accept SNMP packets fromshost

If you want to accept SNMP packets from any managehe network:

» SelectAccept SNM P packets from any host.

If you want to restrict SNMP packets:

« SelectAccept SNM P packets from these hosts.

 Click Add.

* The SNMP Service Configuration window appeargeEthe host name or the IP or IPX address of the
host that you want to accept SNMP packets from,thed clickAdd.

SNMP Service Configuration X

Host name, IF or IPX address: e

5. In the SNMP Service Properties window, cligaply.
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(3) SNMP trap configuration
1. In the SNMP Service Properties window, click Thaps tab.

SNMP Service Properties (Local Corgp

General LogOn Recovery A

The SNMP Service provides network management over TCP/IP
and IPX/SPX protocols. I traps are required, one or more
community names must be specified. Trap destinations may be
host names, IF addresses or IPX addresses

Commurity name

Trap destinations.

Coce | | oo

2. UnderCommunity name, enter the name of the community that trap messageto be sent to, and then
click Add to list.

3. UnderTrap destinations, click Add. The SNMP Service Configuration window is displdyEnter the
host name or the IP or IPX address of a destinatianhyou want to send traps to, and then otdkl.

SNMP Service Configuration X

Host name, IF or IPX address: e

4. In the SNMP Service Properties window, cligaply.
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(4) Starting the SNMP service
1. In the SNMP Services Properties window, click@eneral tab.

rvice Properties (Local Computer) X

On Recovery Agent Traps Securty Dependencies
ENVICE Name: SNMP
Display name SNMP Service

Description Enables Smple Network Managemert Protocal &
e (SNMP) requests to be processed by this computer.

Path to executable:
C:\windows'\System32\snmp exe

Startup typs: Manual &

Service status: Stopped

Start

You can specify the start parameters that apply when you start the service
from here.

Start parameters: |

Cancal i

2. Click Start. The SNMP service starts and remote notificatfonfiardware statuses are enabled.

3. To start the SNMP service automatically uponrtéet OS startup, in th&tartup type list, select
Automatic.

4. In the SNMP Service Properties window, cligK.

NOTE

« If, when the SNMP service starts, there is aardior which notifications by using a trap is canfred,
the trap is sent when the SNMP service starts.

« If Windows Firewall is configured to block the S service, you cannot acquire the hardware status
of a remote device. If the firewall is set up todk the SNMP service, perform the following procedu
to undo the setting.

Note, however, that the SNMP service can pass gfirthe Windows Firewall by default, so in that case
you do not have to perform the following procedure:

1. If you have not signed in to the computer aa@ministrator, do so.
2. Open theControl Panel, and then clickSystem and Security.

3. UndeWindows Firewall, click Allow app or feature through Windows Firewall.
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4. CHECKING THE HARDWARE STATUS

4. TheAllowed apps window appears. Clickhange settings, and undeAllowed apps and features,

@ Allowed apps

« « 4 @@ » ControlPanel » System and Security » Windows Firewall » Allowed apps

Allow apps to communicate through Windows Firewall
To add, change, or remove allowed apps and ports, click Change settings.

What are the risks of allowing an app to communicate?

Allowed apps and features:
Name

[CRemote Service Management
[JRemote Shutdown

[JRemote Volurme Management

[Routing and Remote Access
[ Secur

cket Tunneling Protocol

[Windows Collaboration Computer Name Reaistration Service

0K

Details.

Allow another app...

O

v O Search Control Panel

& Change settings

Private  Public *

O O

O O

O O

O O

O O

ooocoo
OomooOon0

Remove

Cancel

5. Click OK.
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4.5.4 Objects in the extended MIB for HF-W
To acquire the hardware status of this equipmemh fa remote device, use the extended MIB for HFF¥Ais
section provides a list of objects defined in theerded MIB for HF-W and a description of theseeals.
(1) Obijects related to the hardware conditions settings

Table 4-14 lists the objects related to the hardvgtaitus and a description of these objects. TjeebID of
each object is obtained either by replacing thie¥ahg x with the object in the following table or replagin
the followingy with the object number in the table.
For N in the object number, specify a value in the rafnge 1 to the number of monitoring targets.
For z, specify the index number acquired from each entry
However, for the extended MIB for HF-W, the valdeNospecified for acquisition of an index number is th
same as the index number that can be acquiretl igl§pecified foN, the index number is 1.)

bhject ID .iso.org.dod.internet.private.enterprises. Hitachi.systemExM b.
hf wexM b. hf wRas St at us. x (wherex isan object in the following table)
or
.1.3.6.1.4.1.116.5.45. 1.y (wherey isan object number in the following table)

Table 4-14 Objects related to the hardware status

(2/3)
No. Object Object Description Description of the values
number
1 |hf wEan. f anNunber 110 The number of monitorep _
fans
hf wFan. f anTabl e. fanEntry. f an Index number of
2 1} ndex L2.LIN | anent ry h
hf wFan. f anTabl e. fanEntry. f an System fan: System fan
3 Nane 1.2.1.2z |Fan name CPU fan: CPU fan
hf wFan. f anTabl e. fanEntry. f an . 1: Normal
4 St at us 1.2.1.3z |Fan condition > Error
Number of monitored --
5 |hf wTenp. t empNunber 2.1.0 temperatures
6 hf wTenp. t enpTabl e. TenpEntry. 22 11N Index number of --
t enpl ndex e tenpEntry
hf wTenp. t enpTabl e. TenpEntry. Name of the temperatur Blnternal temperature:
7 2.2.1.2z . Temperature inside the
t enpNane to be monitored :
chassis
hf wTenp. t enpTabl e. TenpEnt ry. - 1: Normal
8 t enpSt at us 2.2.1.3z | Temperature condition > Error
9 |hfwHdd. hddNunber 310 |Number of monitored .
drive bays
hf wHdd. hddTabl e. hddEnt ry. hdd Index number of
10 |} ndex 3-2.LIN 1 hqdEnt ry -
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(213)
No. Object Object Description Description of the values
number
1: Healthy
2: Not installed
3: Failure anticipated
5: Used hours exceeded the
11 gImkHd.hddTable.hddEntry.hdd 3.2.1.2z |Drive condition threshold
at us :
7: Offline
8: Rebuild
12: Incomplete data
99: Unknown
Drive power-on (used)
12 hf wHdd. hddTabl e. hddEnt ry. hdd 3213z |hours B
UseTi me .
(in hours)
1: HDD
13 2fm€ﬂd.hddTable.hddEntry.hdd 3.2.1.4z | Drive type 5. 33D
yp 99: Unknown
14 [hf wvem memunber 510 |Numberof monitored -
memory slots
15 mmﬁm memrabl e. menEnt ry. mem 5.2.1.1N |Index ofmenEnt ry -
hf wem nmenirabl e. menEnt ry. mem DIMM1: DIMML1 slot
16 Nane 5.2.1.2z |DIMM name DIMM2: DIMM2 slot
1: Normal
2: Error (Frequent error
17 gwl\/bm memrabl e. memEnt ry. mem 5.2.1.3z | Memory condition corrections occur or a
atus . . .
possible failure is detected.
3: Not installed
18 |hf wRai d. rai d\unber 410 |Numberofmonitored -
arrays
hf wRai d. r ai dTabl e. rai dEntry. Index number of
19 |1 ai di ndex 4.2.1IN rai dentry -
: : : 1: Optimal
20 |MfwWRaid. rai dTabl e.rai dBntry. |, 5 4 5 |pAID status 2: Degrade
rai dst at us
4: Unknown
hf wRai d. r ai dTabl e. rai dEntry. i
21 r ai dLevel 4.2.1.3z |RAID level 1: RAID1
hf wRai d. rai dTabl e. rai dEntry. Progress of the rebuild
22 |1 ai dProgress 4.2.14z process (in %) N
23 hf wRai d. rai dTabl e. rai dEnt ry. 42157 Whether a media error | 1: No media error occurred.
rai dvedi aError B occurred 2: Media error occurred.
Number of general-
24 [hf wGenDl . gendi Nunber 6.1.0 purpose external contagt --
inputs
o5 hf wGenDI . gendi Tabl e. gendi Ent 6.2.1.1N Index number of _

ry.gendi I ndex

gendi Entry
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y. gendoSt at us

Output status of generalQ: Open
purpose external contagtl: Closed

(3/3)
No. Object Object Description Description of the values
number
GENDI : GENDI contact
26 hf wGenDl . gendi Tabl e. gendi Entr 6.2.1.27 Name of general-purpos&ENDI 0: GENDIO contact
y. gendi Nane o external input contact [GENDI 1: GENDI1 contact
GENDI 2: GENDI2 contact
27 hf wGenDl . gendi Tabl e. gendi Entr 6.2.1.37 Input status of general-|0: Open
y. gendoSt at us o purpose external contagtl: Closed
Number of general-
28 [ hf wGenDO. gendoNunber 7.1.0 purpose external contagt-
outputs
Index number of
hf wGenDO. gendoTabl e. gendoEnt r
29 y. gendol ndex 7.2.1.1N |gendoEntry --
GENDCO: GENDOO contact
30 Sf ‘é‘?ﬁggﬁéﬁg”dﬂab' e. gendoEntr 17, 4 5, Szg}igfgﬁgﬁ;ﬂoa‘:;%‘t’ PBENDOL: GENDO1 contact
GENDC2: GENDO2 contact
31 hf wGenDO. gendoTabl e. gendoEnt r 72137

No. 1: For this equipment, the value is set to 2.
No. 5: For this equipment, the value is set to 1.

No. 9: The number of internal drives that can tstalted in the HF-W is set for the number of morgtbdrive bays.
For this equipment, the value is set to 2.

No. 14: The number of memory slots is set for thmber of monitored memory slots.
For this equipment, the value is set to 2.

No. 18: For models other than the B model, theevédiset to 0.
Nos. 19 through 23: These are supported by the @eframly.

No. 24: For this equipment, the value is set to 4.
No. 28: For this equipment, the value is set to 3.
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Table 4-15 shows a list of the objects relatechéoRAS feature settings and a description of tlobgects.
The object ID of each object is obtained eitherdplacing the following with the object in the following

table or replacing the followingwith the object number in the table.

ohject ID: .iso.org.dod.internet.private.enterprises. Hitachi.systenExM b.

hf wexM b. hf wRasSet t i ng. x (wherexisan object in the following table)

or
.1.3.6.1.4.1.116. 5. 45. 2.y (wherey isan object number in the following table)

Table 4-15 Objects related to the RAS feature settings

No. Object Object Description Description of

number the values

1 {hfwFanAut oShut down 1 Automatic shutdown when a fan failure occu % Enabled

: Disabled

2 |hf wTenpAut oShut down > Automatic shutdown when the temperature ig 1 Enabled
abnormal 2: Disabled

3 |hf wRenot eShut down 3 Automatic shutdown when a remote shutdowd!fnabled
requested 2: Disabled

Table 4-16 shows a list of the objects relatedperating modes and a description of those objétis.
object ID of each object is obtained either by aepig the followingk with the object in the following table

or replacing the following with the object number in the table.

ohject ID .iso.org.dod.internet.private.enterprises. Hitachi.systenExM b.
hf wexM b. hf wRas| nf 0. x (wherex isan object in the following table)

or
.1.3.6.1.4.1.116. 5. 45. 3.y (wherey isan aobject number in the following table)

Table 4-16 Objects related to operating modes

No. Object Object Description Description of the values
number

. 1: Normal mode
1 |hf wRasMode 1 Operating mode 2: Simulation mode
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Table 4-17 shows a list of the objects relatedhéoviersion information of the extended MIB for HFaid a
description of those objects. The object ID of eab}ect is obtained either by replacing the follogk with
the object in the following table or replacing flodowing y with the object number in the table.

ohject ID .iso.org.dod.internet.private.enterprises. Hitachi.system
hf w. hf wExM bl nf 0. x (wherex isan object in the following table)
or

.1.3.6.1.4.1.116. 3. 45. 1. y (wherey isan object number in the following table)

Table 4-17 Objects related to the extended MIB for HF-W

No. Object Object Description Description of
number the values
1 |Version 1 Version number of the extended MIB for-WF --
Revision 5 Revision number of the extended MIBH®i- --
W
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Table 4-18 shows a list of the objects relatedap hotifications when an error occurs, as wel as

4. CHECKING THE HARDWARE STATUS

description and notification data for those obje€tse enterprise ID for the trap notification whemerror

occurs is as follows:

Enterprise |ID:

.iso.org.dod.internet.private.enterprises. H tachi.systenAP.

hf w bTr ap. hf wRasEr r or Tr ap

or

.1.3.6.1.4.1.116.7.45.1

Table 4-18 Objects related to the trap notification (when an error occurs)

(2/2)
Notification data
No. Object Trap Description :
number Object used Value
hf wFanErr or A fan failure f anName Name of the failed fan
1 1 occurs. f anSt at us 2: Error
hf wFanSt Msg Revol ution of %1
deteriorated remarkably.
hf wTenpErro The temperature|t enpNane Internal tenperature
r inside the chassist eppst at us 2- Error
2 2 becomes
hf wTenpSt Msg Internal tenperature
abnormal. .
exceeded prescribed val ue.
hf wSrar t Det A failure is hddl ndex The drive bay number of the drive for
ect anticipated for which a failure is anticipated by
the drive. SMART
3 3 hddSt at us 3: Failure anticipated
hf wSmar t St Msg A failure may be i mi nent
on the drive of the drive
bay %2.
hf wHddOver R The drive power{ hdd! ndex The drive bay number of the drive for
un on (used) hours which the power-on hours exceeded f{
exceeded the threshold
4 4 threshold. hddSt at us 5: Used hours exceeded the threshold.
hf wHddUseTi meSt |Used hours on the drive of
Msg the drive bay%2 exceeded
prescribed val ue.
hf wiventr r or Frequent error |menmNanme Name of the memory slot with freque
corrections occut. error corrections
5 6 nmentt at us 2: Error (frequent error correction)
hf wwentSt Msg In the %3, error correcting
have occurred with high
frequency.

—
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(212)
Notification data
No. Object Trap Description :
number Object used Value
hf wwentai | u A possible menNane Name of the memory slfor whicha
re memory failure ig possiblememory failuriwas detecte
6 g |detected. menst at us 2: Error (possiblememory failure
detectec
hf wwentai | Msg %3failure might occur.
hf wArrayErr A RAID error rai dl ndex 1
7 (or 7 |occurs. hf wAr r ay St Msg An error occurred on
Array%4.

No. 1:9%1 denotes the name of the failed fan.
Nos. 3 and 4%?2 denotes the drive bay nhumber.

Nos. 5 and 6%3 denotes the name of the memory slot for whichreroorections occur frequently or for which a
possible memory failure was detected.

No. 794 denotes the number of the array with an error tiisrequipment, the array number is always 1.

Table 4-19 shows a list of the objects relatedhéottap notification when the equipment has recaéom

an error and a description of those objects. Therprise ID for the trap notification when the gmuent has

recovered from an error is as follows:

Enterprise |D:

.iso.org.dod.internet.private.enterprises. H tachi.systenmAP.

hf w bTr ap. hf wRasRecover Trap

or

.1.3.6.1.4.1.116.7.45. 2

Table 4-19 Objects related to trap notifications (when the equipment has recovered from an error)

Trap

Notification data

over

No. Object Description -
number Obiject used Value
hf wranRecov Recovery from |[f anName Name of the recovered f
1 er 1 fan failure f anSt at us 1: Norma
hf wFanSt Msg Revol uti ons of %1 returned
to normal val ue.
hf wTenpReco Recovery frorr [t enpName Internal temperatu
ver ?ebrzorerrn;[]re . t enpSt at us 1: Norma
2 2 P ; hf wTenpSt Msg Internal tenperature
the chassis ,
returned to prescribed
val ue.
hf wwenRecov Recovery frorr | menName Name of the recovered memory !
er frequent error [ enst at us 1: Norma
corrections '
3 6 hf wwentt Msg In the %2, frequency of the
error
correctings deteriorated.
4 hf wAr r ayRec 7 Recovery from|r ai dl ndex 1

RAID error

hf wAr r ay St Msg

Array%3 i s restored.

No. 1: %1 denotes the name of the recovered fan.
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No. 3: %2 denotes the name of the memory slot that recovieoed frequent error corrections.

No. 4: %3 denotes the number of the array that recovered &o error. For this equipment, the array number is
always 1.

Table 4-20 shows a list of the objects relatedap hotifications when the equipment starts in radrmode
and a description of those objects. The enterpbider the trap notifications related to operatimgdes is as

follows:
Enterprise ID: .iso.org.dod.internet.private.enterprises.H tachi.systenmAP.
hf w bTr ap. hf wRasl nf oTr ap
or
.1.3.6.1.4.1.116.7.45.3
Table 4-20 Objects related to trap notifications (operating modes)
Notification data
No. Object Trap Description -
number Object used Value
hf wRasSer vi Startup in normal [ hf wRasMbde 1: Normal mode
1 |ce 1 |mode hf wRasSt ar t Msg RAS Service is
Started Funni ng.
hf wSi nul at i Transition to hf wRasMode 2: Simulation mode
2 |on 2 |simulation mode  [hfwRasStart Msg RAS Service switched
ModeSt art ed to Sinulation Mde.

4.5.5 Extended MIB file for HF-W
The extended MIB file for HF-W is as follows:

Extended M 1B filefor HF-W: 9%Pr ogr anFi | es%\ HFWRAS\mi b \\hf wEXM b. mi b

4-37



4. CHECKING THE HARDWARE STATUS

4.6 Status Acquisition by Using the RAS Library

You can use the RAS library to acquire the follogvirardware conditions. For details about the RAfaty, see.1
RAS Library.

e To acquire the memory condition: Use et Mentt at us function.
e To acquire the drive condition: Use thewDi skSt at function.
e To acquire the RAID status: Use thewRai dSt at function (B model only).
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CHAPTER 5 CONTROLLING THE HARDWARE

The RAS features can exercise the following coatosler this equipment:
(1) Automatic shutdown of the equipment
When a hardware error occurs or a remote shutdeguest through the contact input is detected, dog@enent can

automatically shutdown. For details, $e& Automatic Shutdown of the Equipment.

(2) Controlling the hardware by using the RAS ligra
A user application can control the hardware of duyjgipment by using the RAS library. For detaiées2 Controlling
the Hardware by Using the RAS Library.

(3) Displaying and controlling the RAID status ksing the RAID configuration control command

The RAID configuration control command displays ¢hhatus of the RAID and its drives. The commandfoatibly
disconnect a drive and change the RAID settingsdetails, se®.3 RAID Configuration Control Command (raidctrl)
(B Model Only).
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5.1 Automatic Shutdown of the Equipment
This feature automatically shuts down the equipmadrn running the equipment would pose a dangesnvehfan
failure or an abnormally high temperature is detécAutomatically shutting down the equipment cestgxt the
internal parts, such as the processor, from thedegdadation and can prevent thermal runaway ofyeeem due to
a malfunction of this equipment. The equipmentitammalso be automatically shutdown by a remote siwrdsignal
input from an external device.

5.1.1 Automatic shutdown upon detection of a fan failure
When the equipment detects an error in one ofahs, fthe equipment automatically shuts down.
 This feature can be enabled or disabled in th& Batup window. When using the factory defaultirsgst
this feature is enabled. For details, 3€e3 Using the RAS Setup window.
 Alternatively, a user application can detectraftilure by using a RAS event and shutdown thepegent.
For information about RAS events, 2 RAS Event Notifications.

NOTICE

@ If this equipment continues to operate after a fan failure is detected, internal parts such as
the processor will not cool sufficiently, which might cause the thermal runaway of the system
due to a malfunction in the equipment, or result in damage to parts. If possible, enable the
automatic shutdown feature.

@ If the automatic shutdown feature is not used, have a user application detect fan failures by
using a RAS event, and shutdown the equipment when such failures are detected.

NOTE

For details about how to replace a fan, sedHraA2000 Model 58/55/50 INSTRUCTION MANUAL
(manual number WIN-62-0073).
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5.1.2 Automatic shutdown when detecting an abnormally high temperature
When the temperature sensor in this equipment tdetieat the temperature is abnormally high insideahassis,
the equipment automatically shuts down.
 This feature can be enabled or disabled in th& Batup window. When using the factory defaultirsgst
this feature is disabled. For details, 83 Using the RAS Setup window.
« Alternatively, a user application can detect abmadly high temperatures by using a RAS event dnddown
the equipment. For details about RAS events4s2BAS Event Notifications.

NOTE

« If the temperature inside the chassis is hightspzan degrade rapidly due to heat. In this case,
continuing to use this equipment is not advisableerms of the equipment life. On the other hahd, i
the temperature is abnormally high when the faasaarrking properly, the abnormally high
temperature must be caused by an external factoh, & malfunctioning air conditioning at the
location of the equipment. You can isolate the eaafghe abnormally high temperature while the
equipment is running. Because of this, this feaisidisabled when you are using the factory default
settings.

« If you continue to operate this equipment afreebnormally high temperature is detected and the
temperature further rises to a dangerous leveletiugpment forcibly shuts down and the power turns
off. This is intended to prevent erratic systemrapen and the destruction of parts, and occurs
regardless of whether this feature is disabled.

5.1.3 Automatic shutdown when a remote shutdown request is detected through the contact input
If this feature is enabled, this equipment autocadlyy shuts down when the remote shutdown contact
(RMTSTDN contact) in the RAS external contact ifgee is closed. Using this feature allows you tatdbwn
this equipment from a remote location.
 This feature can be enabled or disabled in th& Batup window. When using the factory defaulfirsgst

this feature is enabled. For details, 3€e3 Using the RAS Setup window.
 Alternatively, a user application can detectmate shutdown request through the contact inputdiryg a
RAS event and shutdown the equipment. For informnadibout RAS events, s RAS Event Notifications.
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5.2 Controlling the Hardware by Using the RAS Library

By using the RAS library functions, you can shutdawe system and control the general-purpose eteamtacts

and the digital LEDs for status indications. Fotaile about the library functions, sé4 RASLibrary.

e To shutdown the system: Use B88Sys Shut function.

e To control the watchdog timer: Use tét Cont r ol function.

e To control the general purpose-external contatiuds: Use th&endoCont r ol Ex andGendoCont r ol
functions.

e To control the general-purpose external contgmitist Use thé&et Gendi Ex andGet Gendi functions.

e To control the digital LEDs for status indicatiotse theSet St Code7seg, Tur nOf f 7seg, and
Set Mode7seg functions.
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5.3 RAID Configuration Control Command (raidctrl) (B Model Only)
Ther ai dct rI command displays the status of the RAID and itgedr The command can also forcibly disconnect
a drive and change the RAID settings. This comn@amdbe launched from the command prompt. The fatigw
shows how to use this command.

Name
rai dctrl - RAID drive status display and configuration cohtsettings updates

Syntax
raidctrl [/ OFFLI NEdri ve- nunmber] [/ NOTI FY [{ ONJOFF}]] [/ | NCOVPLETE [{ ONIOFF}]
[/ REBUI LD] [/ LOAD[{ HIML}]] [ / MANUAL [{ ONIOFF}]]

Functionality
Ther ai dctrl command displays the status of the RAID and theedrin the RAID, controls the
configuration of those drives, and changes thénggstfor RAID. This command offers one of the feliag
features depending on the specified options.
» With no options:
The status of the RAID and the drives in the RA$lisplayed.
» When theg OFFLI NE option is specified:
The specified drive is forcibly disconnected antdtseffline.
» When the NOTI FY option is specified:
You can switch whether notifications are sent tgiothe interface of this equipment when a mediererr
occurs.
* When the/ | NCOVPLETE option is specified:
You can select whether to disconnect a drive ife¢he any possibility of a data mismatch betweendfives.
» When the REBUI LD option is specified:
The rebuild process is started on all drives rdadyhe process.
» When the LOAD option is specified:
You can specify the level of the load on the systieming the rebuild process.
» When/ MANUAL option is specified:
You can select whether to start a rebuild procemsually or automatically when a drive is replaced.

NOTE

< You must have administrator privileges to exethte command, excepting cases where you execute
the command without specifying any options.
Open a command prompt as an administrator, andeteecute the ai dct r| command.

In addition, you cannot execute those actions faoemote session, excepting cases where you execute
the command without specifying any options.

< Do not run multiple instances of this commanthatsame time.
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(1) Displaying the status of the RAID and its dev@ithout specifying any options)
If you execute theai dct r1 command without specifying any options, the comdnaill output the status
of the RAID and the drives in the RAID on this gouient. Tables 5-1 and 5-2 show the status of thEibRA

and drives displayed in the output.

Table 5-1 RAID status displayed in the output of the raidctrl command

No. Displayed Status Description
1 |OPTI MAL The RAID is working properly.
2 | DEGRADE The RAID is being degraded.
3 |DEGRADE ( REBUI LD xx%) The RAID is undergoing a rebuilding process.
4 | UNKNOWN Unknown status

Nos. 1 through 3: If a media error occrM¥EDI A ERROR) is appended to the end of the displayed status.
Example: If a media error occurs when the RAIDpsmting normally:
OPTI MAL ( MEDI A ERROR)

Table 5-2 Drive status displayed in the output of the raidctrl command

No. Displayed Status Description
1 |ONLINE The drive is working properly.
2 |OFFLI NE The drive is disconnected from the RAID.
3 |I NCOVPLETE DATA The drive is disconnected from RAID because of data
mismatch between drives.
4 |REBU LD The RAID is undergoing a rebuilding (copying) prsse
5 |NOT CONNECTED The drive is not connected.
6 | UNKNOWN Unknown status

The following is an example of the output whenttlae dct r | command is executed without specifying

any options:

C. \>raidctrl
ARRAY STATUS
1 DEGRADE
DRI VE STATUS
1 ONLI NE
2 OFFLI NE
C\>
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(2) Disconnecting a drive (by specifying the /OFRE option)
If you execute theai dct r1 command with thé OFFLI NE option, the specified drive is forcibly
disconnected and set to offline.
This option can be used only when the RAID stas@TI MAL. Only 1 or 2 can be specified fdrive-
number. If you specify any other values, an error messagisplayed, and the command exits.

The following is an example of executing theFFLI NE command to disconnect a drive bay 1. When a
message is displayed to confirm whether you wadigoonnect, enter to actually disconnect the drive bay 1.
If you entem, disconnecting the drive bay 1 is canceled, arcctimmand exits.

C.\>raidctrl /OFFLINE 1
The drive of the drive bayl will be made offline.
Are you sure you want to continue with this process? [y/n] vy

An offline request on the drive of the drive bayl was sent.

C\>

NOTE

A disconnected drive cannot be set to online aed again.

Make sure that you select the correct drive.

(3) Switching whether notifications are sent regagdnedia errors when they occur (by specifying the
/ NOTI FY option)
If you execute theai dct r1 command by specifying tHeNOTI FY option, you can switch the setting for
whether notifications are sent regarding mediaremghen they occur.
If the/ NOTI FY option is specified alone, the current notificatgetting is displayed.
When using the factory default settings, notificati are not sent regarding media errors.
The following are examples of executing the commiaydpecifying thé NOTI FY option.
» To check the media error notification settingi dct r1 / NOTI FY

C. “\>raidctrl /NOTIFY
MEDI A ERROR Notify Setting: ON

C >

* To enable media error notificationsai dctr| / NOTI FY ON
» To disable media error notificationsai dctrl / NOTI FY OFF
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(4) Switching when incomplete data occurs (by dyad the /INCOMPLETE option)
If you execute theai dct r1 command by specifying thd NCOMPLETE option, you can select whether to

disconnect or to continue using the drive in dbeg 2 if there is any possibility of a data misnhavetween
the drives due to, for example, an unexpected pstvetdown. If thé | NCOVPLETE option is specified
without ON or OFF, the current setting is displayed. The factoryad#fsetting i<OFF (continue using the
drive).

This setting is enabled after restarting the eqeipim

The following are examples of executing the commaitd the/ | NCOVPLETE option.
« To check the incomplete data settingi dctr| /1 NCOVPLETE

C.N\>raidctrl /1 NCOVWPLETE
I nconpl ete Data Setting: OFF

C\>

« To disconnect the drive if there is any posdipitif a data mismatchi:ai dctrl /| NCOVPLETE ON
 To continue using the drive even if there is pogsibility of a data mismatch:
raidctrl /| NCOWPLETE OFF
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(5) Starting the rebuilding process (by specifyting /REBUILD option)
If you execute theai dct r1 command with thé REBUI LD option, the rebuilding process starts when it is

possible to do so. If theREBUI LD option is specified, the rebuilding process stander one of the

following conditions:

e The drive in drive bay 2 is disconnected becahsegossibility of a data mismatch between driges i
detected. (That is, the drive status of drive ba&yQNL|I NE and the drive status of drive bay 2 is
| NCOVPLETE DATA.)

* A new drive is installed when the rebuild stadthod setting i$/ANUAL. (That is, one of the drive
statuses of the two drives@NLI NE and the other i©FFLI NE.)

NOTE

» Even when one of the drive statuse®N| NE and the other iIOFFLI NE, the rebuilding process does
not start for theOFFL| NE drive if the drive status of the drive was seOF-L|1 NE due to a failure. A
rebuilding process starts for @FFLI NE drive only if the drive status of the drive was tge
OFFLI NE because the drive was newly installed.

The following are examples of executing the commiaydsing theé REBUI LD option.

C. \>raidctrl /REBU LD
This might take several seconds to start rebuild.
Are you sure you want to continue with this process? [y/n] y

This command conpl et eed successful ly.

C\>

NOTE

» The rebuilding process takes time to start. éf abuilding process does not start within 3 migute
check the system log in the event log of Wind&ws
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(6) Setting the load during a rebuilding procesth(the /LOAD option)
If you execute theai dct r1 command by using thlel OAD option, you can set the level of the write load

on the system to the drive during a rebuilding pesc If the LOAD option is specified withoud, M orL,
the current setting is displayed. You can adjustvthite load by changing this setting. Be awarayéneer,
that the lower the load, the longer the rebuildingcess takes to finish. When you change thisnggtthe
new setting is effective after this equipment nastal he factory default setting lis(perform the rebuilding

process with a high load).

The following are examples of executing the commaittl the/ LOAD option:

C.“>raidctrl /LOAD
Rebui | d Load Level : H GH

C\>

* To select a high loadH( GH): rai dctrl /LOAD H
* To select a medium loati(DDLE): r ai dctrl /LOAD M
e To select a low load OW: rai dctrl /LOAD L

(7) Switching the rebuilding start method (by sfpgnp the /MANUAL option)
If you execute theai dct r1 command by using theMANUAL option, you can select whether to start the
rebuilding process manually when a drive is replatiethe/ MANUAL option is specified withou®N or
OFF, the current setting is displayed. The factoryad#fsetting iSOFF (the rebuilding process starts
automatically).
This setting is enabled after the equipment restart

The following are examples of executing the commiaydpecifying thé MANUAL option.
 To check the settings of the method used to stadilding:r ai dct r1 / MANUAL

C. “\>raidctrl /MANUAL
Manual Rebuil d: OFF

C\>

* To start the rebuilding process manually aftdrige is replaced: ai dct r1 / MANUAL ON
« To start the rebuilding process automaticallgadt drive is replaced:ai dct r|1 / MANUAL OFF
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When ther ai dct rI command finishes normally, it returns the exite®d

If the command terminates abnormally, one of tmeranessages listed in Table 5-3 is displayed,thed

command returns an exit code other than 0.

Table 5-3 Error messages of the raidctrl command

No.

Error message

Description

Usage:raidctrl [/ OFFLI NE drive-number]

[/ NOTIFY [{QN] OFF}]]1[ /| NCOVPLETE
[{ON OFF}]]1[/REBU LD [/LOAD [{H M L}]]
[/ MANUAL [{ON CFF}]]

There is an error in the specified options.
Specify the options correctly.

S

)

ga

2 |Specified Drive is invalid. The drive is not in a valid drive status.
3 |No valid drive found. No valid drive was found.
4 [An error occurred in %1 errorcode An unexpected errof42) occurred in the functior?4l).
= 2 Retry the command. If the same error message [®rs
restart this equipment.
5 |You do not have the privilege to You do not have administrator privileges.
execute this conmand opti on. Log on to the computer as an administrator, and tha
Pl ease execute this command option the command again. If User Account Control (UAC)
again on "Adm nistrator: Conmmand enabled, open a command prompt as an administrat
Pronpt ". and then run the command.
6 |Access deni ed. You cannot use this command by specifying thisampt
Log on consol e sessi on, _ _ from a remote session.
And exepuft e this command option again Log on to a console session and run the commarid.3
on "Admini strator: Command Pronpt". If User Account Control (UAC) is enabled, open a
command prompt as an administrator , and thentran
command again.
7 |raidctrl: This function was executed on|The command was executed on a model other tha®

a non- RAI D nodel .

model.

he

This command can be executed only on the B mode].
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6. LIBRARY FUNCTIONS

CHAPTER 6 LIBRARY FUNCTIONS

A user application can get and control the hardwtaius of this equipment by using the library tiores provided
by the RAS features.
For information about the hardware specificatiohthe RAS external contact interface describedhis ¢thapter and
how to use each contact, see e W2000 Model 58/55/50 INSTRUCTION MANUAL (manual number WIN-62-

0073).

6.1 RAS Library

6.1.1 Overview

This chapter describes the interface for the ljpfanctions provided by the RAS features.

Table 6-1 lists the RAS library functions.

Table 6-1 RAS library functions

No. Function name Use DLL
1 [BSSysShut Shuts down the equipment. w2kr as. dl |
2 |Wdt Cont r ol Retriggers, gets the status of, and stops the watrtimer.
Opens and closes the general-purpose externalotanttput
3 |GendoControl (GENDQO) (for backward compatibility).
Opens and closes the general-purpose externalotantgputs
4 | GendoControl Ex (GENDOO, GENDOL, andGENDCR).
. Gets the status of the general-purpose externghcoimput
5 |Get Gendi (GENDI ) (for backward compatibility).
. Gets the status of the general-purpose externghcbimputs
6 | Get Gendi Bx (GENDI , GENDI 0, GENDI 1, andGENDI 2).
7 [Mconwit eMessage Rec_ords a specified message (characters) in thiddsgf this
equipment.
8 |Get Mentt at us Acquires the condition of the memory installedhistequipment.
9 |hfwDi skSt at Acquires the status of a drive. hf wr as. dl |
10 [hf wRai dSt at Acquires the RAID status (B model only).
11 | Set St Code7seg Outputs an application status code by using thiadligeDs for ctrl 7seg. dl |
status indications.
12 | Turnof f 7seg .CIe_ars.an application status code from the digiEeDs for status
indications.
13 | Set Mode7seg Configures the status display mode of the digitaDk for status

indications.

These functions are offered by the DLk®kr as. dl | ,hfwras. dl | ,andctrl| 7seg. dl |).
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NOTE

Do not copy or move2kras. dl | ,hfwas.dl|,orctrl 7seg. dl | to another directory. If you do
so0, the RAS features of this equipment cannot roperly.

The functions offered by2kr as. dl | andctrl 7seg. dl | can be called from Visual BaSiowhich
requires .NET. When you call the functions numberékrough 7 and 11 through 13 from Visual B&saxdd
__VB to the end of the name of each function. The fongbarameters are the same. For example, whegajbu
theWdt Cont r ol function from Visual Basf®, use the function namfit Cont r ol _VB.

The following files are provided as import libragie
%Pr ogr anFi | es%\HFVWRAS\I i b\ w2kras. lib
%Pr ogr anFi | es%\HFWRAS\| i b\ hfwras.lib
%Pr ogr anfi | es%\HFWRAS\| i b\ctrl 7seg.lib

When you use a library, link the corresponding imyibrary.

The following files are provided as header filestfee libraries:
%Pr ogr anFi | es%\HFWRAS\i ncl ude\\w2kr as. h
%Pr ogr anFi | es%\HFVWRAS\i ncl ude\\hf wr as. h
9%Pr ogr anFi | es%\HFWRAS\i ncl ude\ctrl 7seg. h

When you use a library in C, include the corresjumdieader file.
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6.1.2 Shutdown function (BSSysShut)

Name
BSSysShut - System shutdown

Syntax
#i ncl ude <w2kras. h>
i nt BSSysShut ( reboot-argument)
i nt reboot; /*Reboot flag*/

Description
BSSysShut shuts down the system.
The reboot argument is used to specify whetheehoat the system after a shutdown.
reboot-argument = 0: The power to this equipment turns off after atdbwn.
reboot-argument # 0: The system reboots after a shutdown.

Diagnosis
0: Successful completion (system shutdown procedsasgstarted)
1: Shutdown privilege acquisition error
2: Internal error (OS shutdown failed)

Sample program
We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, &2 Sample Programs.
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6.1.3 Watchdog timer control function (WdtControl)
(1) Function interface

Name
Wit Cont r ol - Watchdog timer control and status acquisition

Syntax
#i ncl ude <w2kr as. h>
BOOL Wit Cont r ol ( DWORD dwCmd, PDWORD pdwCount) ;

Description
This function performs the action specifieddwCmd on the watchdog timer.
To use this function, in the RAS Setup window, sefRetrigger ed by application program. under
Watchdog timer setting. If the watchdog timer setting is different, thimction terminates with an error. If
you call theGet Last Er r or Windows API function, the error cod@KRAS WDT _NONMANUAL is returned.

The following describes the parameters of this fiamc

dwCmd:
This parameter specifies the action to performhanviatchdog timer. The following options are avaida

for this parameter.

Table 6-2 Actions for WdtControl that are specified by dwCmd

dwCmd Explanation of the action
WDT_SET (0x00) Specifies the timeout value in seconds.
WDT_STOP (0x01) |Stops the watchdog timer.
WDT_STAT (0x02) |Acquires the status of the watchdog timer.

If a value other than these is specified, the floncterminates with an error. If you call tiet Last Err or
Windows API function, the error coM@2KRAS | NVALI D _PARAMETER is returned.

pdwCount:
If dwCmd is WDT_SET, you can configure the timeout value of the watchtimer by using the variable

pointed to bypdwCount and calling this function.

Specify a value from 1 to 63 in seconds. If a valutside this range is specified, the function iaates
with an error. If you call th€&et Last Er r or Windows API function, the error code

VW2KRAS | NVALI D_PARAMETERis returned.

When this function returns, the value of the vdggininted to bypdwCount is undefined. Do not use the

value.

If dwCmd isWDT_STOP, the value ofdwCount is ignored. When this function returns, the vadfithe
variable pointed to bpdwCount is undefined. Do not use the value.

If dwCmd is WDT_STAT, the remaining time in seconds until the watchtliogr expires when the
function is called is stored in the variable poihte bypdwCount. If the value of the variable pointed to
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by pdwCount is 0 when the function returns, the watchdog tifvees already timed out.
Note that the value of the variable pointed tgbwCount when the function is called is ignored.

Diagnosis

If this function ends successfully, the functioturasTRUE. If the function terminates with an error, the

function returnd=AL SE.

If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error codes returned by this function itsedf as follows:

Error code (value)

Description

V2KRAS_| NVALI D_PARAMVETER
(0x2001)

The specified parameters contain an error.

V2KRAS_WDT_NONMVANUAL
(0x2002)

This function cannot be used becaBRstriggered by
application program. is not selected und&vatchdog timer
setting in the RAS Setup window.

V2KRAS_NOT_| NI TI ALI ZE
(0x2005)

Startup of the RAS software is not yet complete.

V2KRAS_| NTERNAL_ERROR
(0x2007)

An internal error occurred.

Other error codes come from the Windows API fundiased by this function. For details about these e

codes, see the Windows API Help.

Sample program

We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, &2 Sample Programs.

For information about how to monitor the operatistate of a user program by using the watchdogttirsee

2.7.2 Using a watchdog timer to monitor user programs.
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(2) Behavior of the WDTTO contact of the RAS extdreontact interface
This section describes the behavior of the WDTT@tact of the RAS external contact interface untler t
following conditions:
e When the equipment starts
The WDTTO contact is closed.
e When the OS starts
The WDTTO contact is closed when the OS starts.\WWBE TO contact opens when the watchdog timer is
retriggered by the automatic retriggering featarettie watchdog timer or by thgit Cont r ol function.
e When thaAdt Cont ol function is called
If dwCmd isWDT_SET:
The WDTTO contact opens. If the watchdog timerasnetriggered afterward within the specified
timeout period, the contact closes. If the watchtilogr is retriggered when the contact is closkd, t
WDTTO contact opens.
If dwCmd is WDT_STOP:
The WDTTO contact opens. In this case, the countdofthe watchdog timer is stopped and
consequently the watchdog timer does not time out.
e When the automatic retriggering feature for théchdog timer is used
The WDTTO contact opens. The process for this fonatuns at the idle priority. If the amount of CPU
time used by processes with a priority higher tthenidle priority class exceeds a set value, thielaing
timer times out and the contact closes. Thereafteen CPU time becomes available and the process fo
this function can run, the watchdog timer resumegadretriggered and the WDTTO contact opens.
Figure 6-1 shows an example of the behavior ofMiET TO contact when an application controls the
watchdog timer by using thafit Cont r ol function. In this example, the timeout of the vimtog timer
specified by thé\dt Cont r ol function is 10 seconds.
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WDT is retriggered.
Wit Cont r ol function is called.

Power turns on. (Timeout: 10 seconds) WDT times out. Power turns off.
Contactopen ~ --f-------- * * _________________ * _______
(normal) A

WDT has stopped.
e
10 seconds ¢ ---------- L
Contact closed m—————- -l f—— - _____ .
(WDT has timed out.) WDT is
retriggered. Time —
. . WDT stops.
OS startup WDT is retriggered. Wit Cont r ol function is called.

Figure 6-1 Behavior of the WDTTO contact

The dotted lines in Figure 6-1 denote the statéhetontact and the thick line denotes the tremsif the
state of the contact.

Figure 6-2 shows an example of the behavior ofAT TO contact when the OS shuts down. In this
example, the timeout of the watchdog timer is Gfbads. The process that retriggers the watchdogy tim
terminates during shutdown, and consequently tliehdag timer times out.

WDT is retriggered. OS shutdown starts.  WDT times out. Power turns off.

¢ ¢ ' '

Contact open
(normal)

60 seconds

Contactclosed -----—--—cffomfommm -
(WDT has timed out.)

WDT is Time —
retriggered.
WDT is retriggered.

Figure 6-2 Behavior of the WDTTO contact (when the OS shuts down)

The dotted lines in Figure 6-2 denote the statéhetontact and the thick line denotes the tremsif the
state of the contact.

NOTE

This explanation assumes that the RAS externabcoiiterface is HJ-F2050-11. If you are using HJ-
F2050-12 as the RAS external contact interfacebéavior of the contact is the opposite of what is
shown here. The contact is open when the contacritbed in the figure is closed, and vice versa.
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6.1.4 Control functions for the general-purpose external contact outputs (GendoControl and
GendoControlEx)
Use theGendoCont r ol andGendoCont r ol Ex functions to control the outputs to the generajppse
external contact of the RAS external contact iatesf
(1) Function interface (GendoControl)

Name
GendoCont r ol - Output control for the general-purpose exteaaitact GENDOO)

Syntax
#i ncl ude <w2kras. h>
BOOL GendoCont r ol ( DWORD dwCmd) ;

Description
This function performs the action specifieddwCmd on the general-purpose external cont&&NDQO) of
the RAS external contact interface. This functi®for backward compatibility only.
Table 6-3 lists the actions that can be specifiedviCmd.

Table 6-3 List of actions of the GendoControl function specified by dwCmd

dwCmd Explanation of the action
GENDO_CPEN (0x00) Opens the general-purpose external contGENDCD).
GENDO_CLGSE (0x01) Closes the general-purpose external contBENDQD).

If a value other than these is specified, the floncterminates with an error. If you call the
Get Last Err or Windows API function, the error coKRAS | NVALI D_PARAMETER is returned.

Diagnosis
If this function ends successfully, the functioturasTRUE. If the function terminates with an error, the
function returng=AL SE.
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error codes returned by this function itsedf as follows:

Error code (value) Description
VW2 KRAS | NVALI D_PARAMETER The specified parameters contain an error.
(0x2001)
VW2 KRAS_NOT_I NI TI ALI ZE Startup of the RAS software is not yet complete.
(0x2005)
W2KRAS | NTERNAL_ERROR An internal error occurred.
(0x2007)

Other error codes come from the Windows API funtiased by this function. For details about these e
codes, see the Windows API Help.
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(2) Function interface (GendoControlEXx)

Name
GendoCont r ol Ex - Output control for the general-purpose exteoaaitact GENDOO, GENDOL, GENDQR)

Syntax
#i ncl ude <w2kr as. h>
BOOL GendoCont r ol Ex( DAWORD dwPort, DWORD dwCmd) ;

Description
This function performs the action specifieddwCmd on the general-purpose external cont&ENDOO,
GENDOQL, or GENDQ2) of the RAS external contact interface specifigdivPort.
Table 6-4 lists the actions that can be specifiedvPort.

Table 6-4 List of actions of the GendoControlEx function specified by dwPort

dwPort Explanation of the action
GENDQOO_PORT (0x01) Performs the action on the general-purpose exteordhct
(GENDQO).
GENDOL_PORT (0x02) Performs the action on the general-purpose exteordhct
(GENDQL).
GENDO2_PORT (0x03) Performs the action on the general-purpose exteordhct
(GENDCR).

Table 6-5 lists the actions that can be specifiedvilCmd.

Table 6-5 List of actions of the GendoControlEx function specified by dwCmd

dwCmd Explanation of the action
GENDO_OPEN ( 0x00) Opens the general-purpose external contact spadifie
dwPort.
GENDO_CLGCSE (0x01) Closes the general-purpose external contact spddify
dwPort.

If a value other than these is specified, the fioncterminates with an error. If you call tet Last Er r or
Windows API function, the error coMKRAS | NVALI D_PARAMETER is returned.
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Diagnosis
If this function ends successfully, the functioturasTRUE. If the function terminates with an error, the
function returns-ALSE.
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error codes returned by this function itsedf as follows:

Error code (value) Description
V2 KRAS_| NVALI D_PARAMETER The specified parameters contain an error.
(0x2001)
VW2 KRAS_NOT_I NI Tl ALI ZE Startup of the RAS software is not yet complete.
(0x2005)
W2KRAS | NTERNAL _ERROR An internal error occurred.
(0x2007)

Other error codes come from the Windows API fundiased by this function. For details about these e
codes, see the Windows API Help.

Sample program
We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, &2 Sample Programs.

(3) Behavior of the general-purpose external cdr{tBENDCO, GENDOL, or GENDCO2) of the RAS external
contact interface
These general-purpose external contacts open viegootwer turns on or off.
Figure 6-3 shows the behavior of tBENDQOO contact when th€&endoCont r ol function is used.

Power turns off.

Contact open

Contact closed

Power turns on. * * * )
Time —

GendoCont rol function  GendoContr ol GendoCont r ol function is
is executed. function is executed. executed. (GENDO_CL CSE)
(GENDO_CLOSE) (GENDO_OPEN)

Figure 6-3 Behavior of the GENDO contact

The dotted lines in Figure 6-3 denote the statéhetontact and the thick line denotes the tramsif the
state of the contact.

The explanation in this section applies to both R&&rnal contact interfaces, the HJ-F2050-11 badHJ-
F2050-12.
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6.1.5 Get functions for the general-purpose external contact inputs (GetGendi and GetGendiEx)
Use theGet Gendi andGet Gendi Ex functions to get the inputs for the general-puepesternal contact of
the RAS external contact interface.

(1) Function interface (GetGendi)

Name
Get Gendi - Status acquisition of the general-purpose eaterontact input@ENDI )

Syntax
#i ncl ude <w2kras. h>
DWORD Get Gendi (VA D) ;

Description
This function gets the status of the general-pumodernal contact inpuGENDI ) of the RAS external
contact interface. This function is for backwarangatibility only.
To use this function, in the RAS Setup window, clbe Automatically shutdown if remote shutdown is
requested. check box undeBhutdown setting. If this check box is selected, the function teratés with an

error. If you call thezet Last Er r or Windows API function, the error cod®KRAS RMTSTDN_ONis
returned.

Return values
1: External contacBENDI is closed.
0: External contacBENDI is open.
Oxf fffffff:The function terminated with an error.

Diagnosis
If this function terminates with an error, the ftioa returngOxf f f f ff f f .
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error codes returned by this function itsedf as follows:

Error code (value) Description
W2 KRAS_RMISTDN_ON This function cannot be used becauseAhtomatically
(0x2003) shutdown if remote shutdown isrequested. check box is

selected undeBhutdown setting in the RAS Setup window.

VW2KRAS NOT | NI Tl ALI ZE Startup of the RAS software is not yet complete.
(0x2005)
W2KRAS | NTERNAL ERROR An internal error occurred.
(0x2007)

Other error codes come from the Windows API funddiased by this function. For details about thesm e
codes, see the Windows API Help.
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(2) Function interface (GetGendiEx)

Name
Get Gendi Ex - Status acquisition of the general-purpose eatarontact inputs@ENDI , GENDI 0,
GENDI 1, andGENDI 2)

Syntax
#i ncl ude <w2kras. h>
DWORD Get Gendi Ex( DWORD dwPort) ;

Description
This function gets the status of the general-pumodernal contact input&ENDI , GENDI 0, GENDI 1,
andGENDI 2) of the RAS external contact interface that waecjed bydwPort.
Table 6-6 lists the actions that can be specifiedviPort.

Table 6-6 List of actions of the GetGendiEx function specified by dwPort

dwPort Explanation of the action

GENDI _PORT (0x00) Gets the status of the general-purpose externécbn
(GENDI ).

GENDI 0_PORT (0x01) Gets the status of the general-purpose externécbn
(GENDI 0).

GENDI 1_PORT (0x02) Gets the status of the general-purpose externéhcon
(GENDI 1).

GENDI 2_PORT (0x03) Gets the status of the general-purpose externaéhcon
(GENDI 2).

If a value other than these is specified, the foncterminates with an error. If you call the

Get Last Err or Windows API function, the error cod®KRAS | NVALI D_PARAMETER is returned.
If you want to speciffGENDI _ PORT for dwPort and get the status GENDI , in the RAS Setup window,
clear theAutomatically shutdown if remote shutdown isrequested. check box undeBhutdown setting.
If this check box is selected, the function terntisavith an error. If you call théet Last Er r or
Windows API function, the error coMKRAS RMTSTDN_ONis returned.

Return values
1: The external contact specified tyPort is closed.
0: The external contact specified twPort is open.
oxffffffff:The function terminates with an error.
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Diagnosis
If this function terminates with an error, the ftina returnOxf f f f f f f f .
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error
code. The error codes returned by this functicglfiezre as follows:

Error code (value) Description

V2 KRAS_| NVALI D_PARAMETER The specified parameters contain an error.

(0x2001)

V2KRAS_RMI'STDN_ON This function cannot get the statusGENDI because the

(0x2003) Automatically shutdown if remote shutdown is
requested. check box is selected undétutdown setting
in the RAS Setup window.

W2 KRAS _NOT | NI Tl ALI ZE Startup of the RAS software is not yet complete.

(0x2005)

W2KRAS | NTERNAL ERROR An internal error occurred.

(0x2007)

Other error codes come from the Windows API funidiased by this function. For details about these
error codes, see the Windows API Help.

Sample program

We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, €2 Sample Programs.
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6.1.6 Log function (MConWriteMessage)

Name
MConW i t eMessage - Logging

Syntax
#i ncl ude <wzkras. h>
VO D W NAPI MConW it eMessage(LPSTR IpBuffer) ;

Description
TheMConW i t eMessage function writes the specified message (charactera)log file. The file name is
hf wr asa. | og orhfw asb. | og.
The message is written along with the time stamp.
Two log files are available, and the size of edlehi$ 64 KB. When the size of the log recordedhia log file
that is currently being used exceeds 64 KB, thefilegised for logging switches to the other Idg.fi
The following describes the parameters of this fiamc

|pBuffer:
This parameter specifies a pointer to a string tbatains the message (characters) to be written.

To easily identify the application that recordskeloy entry, specify a message that starts witmtree
of the application, as shown in the following exa@p

Checking log information
This function records log information in text fortia the following files. When the size of the loegorded in
the log file that is currently being used exceedlK8, the log file used for logging switches to #rer log file.
* 9Pr ogr anFi | es%\HFWRAS\| og \\hf wr asa. | og
* o%r ogr anFi | es%\HFWRAS\| og\hf wr asb. | og
You can check log information by opening the fillescribed here by using an application such aspsdte
The format of the log information is as follows:

YYYY : Year
YYYY/ MM/ DD hh: mm: ss - Specified log information MM : Month
YYYY/ MM/ DD hh: mm: ss - Specified log information DD : Day
YYYY/ MM/ DD hh: mm: ss - Specified log information hh : Hour (24-hour clock)
: mm : Minute
ss : Second

Figure 6-4 Format of log information

Initially, each of the files contains an EOF ch&ea¢ASCIl code 0x1a).
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Sample program
We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, €2 Sample Programs.

NOTICE

The log function exits asynchronously without waiting for data to actually be written to a log file.
This means that this function does not return an error even when writing to a log file fails for
some reason. We recommend recording important information in the OS event log.

NOTE

» This function has the same name as the messageledunction provided by the Hitachi software
W2K-PLUS, but this function does not output to thessage console.

» To reduce the amount of resources used, thigikmdor example, opens and closes a pipe eveg ti
the function is called. This means that this fumethas a relatively large overhead. Even when yeu a
recording multiple message lines, use one funa@hto output the message.

 This function does not support Unicode stringlsvalys use ANSI strings. Log entries for messages ar
stored in text files. In these text files, the camaltion of the two charactersr “\n is interpreted as a
newline.
If you want to include a newline character in angfispecified bypbuffer, insert\.r \n in the string.

6-15



6. LIBRARY FUNCTIONS

6.1.7 Get function for the memory condition (GetMemStatus)

Name
Get MenSt at us - Memory status acquisition

Syntax
#i ncl ude <wzkras. h>
BOOL Get Mentst at us( PMEM _DATA pMemData) ;

Description
TheGet Mentst at us function sets the condition of the memory in #migiipment in the structure pointed to
by pMemData. The following describes the parameters of thiefion.

pMemData:
This parameter specifies a pointer thEM DATA structure that stores the acquired memory conditio
t ypedef struct MEM DATA {
i nt Di nm _Nunber ; /I[Number of DIMM slots in this equipment
DWORD Di mm St atus[4]; /[Condition of each DIMM
} MEM DATA, *PNMEM DATA;

When this function ends successfully, the maximwmioer of DIMMSs is stored iBi nm Nunber .
Each element ddi mm_St at us stores a value described in the following tableteNthat the number of
valid elements i® mm Nurber . (For example, iDi mnm_Nunber is 2, the elements up to

Di nm St at us[ 1] are valid.) The elements after that are reserVbd.values of these reserved
elements are undefined. Do not use these values.

Table 6-7 List of values stored in Dimm_Status

Value Description
MEMORY_NOMAL (0x00) The memory is working properly.
MEMORY_ERR DETECT (0x01) Frequent error correction occurs or a possiblefails
detected.
MEMORY_NOT_MOUNTED ( 0x02) No DIMMs are installed.
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For this model, the correspondence betweemiham St at us elements and DIMM names is as follows:

Element DIMM name
Di nm St at us[ 0] DIMM1
Di mm St at us[ 1] DIMM2

Diagnosis

If this function ends successfully, the functioturesTRUE. If the function terminates with an error, the
function returng=AL SE. When this function terminates with an error, ¥hkie stored ipMemData is invalid.

If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error codes returned by this function itsedf as follows:

Error code (value)

Description

VKRAS_| NVALI D_PARAMETER
(0x2001)

The specified parameters contain an error.

VKRAS _NOT_| NI TI ALI ZE
(0x2005)

Startup of the RAS software is not yet complete.

V2KRAS_MENMST_| NVALI D
(0x2007)

The memory condition cannot be acquired.

Other error codes come from the Windows API funddiased by this function. For details about thesm e

codes, see the Windows API Help.

Sample program

We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, &2 Sample Programs.
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6.1.8 Get function for the drive condition (hfwDiskStat)

Name
hf wDi skSt at - Drive status acquisition

Syntax
#i ncl ude <hfwras. h>
BOOL hf wDi skSt at ( PHFW DI SK_STATUS phfwDiskStatus) ;

Description
Thehf wDi skSt at function sets the drive conditions in a structpoited to byphf wDi skSt at us.
The following describes the parameters of this fiamc

phfwDiskStatus:
This parameter specifies a pointer toH®W DI SK_STATUS structure that stores the drive conditions.
t ypedef struct HFW DI SK_STATUS{
DWORD Di sk_Count;
DWORD Disk_Status[16]; /[Drive condition
} HFW DI SK_STATUS, *PHFW DI SK_STATUS;

Di sk_Count stores the number of arrays in the vélicsk St at us.
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Di sk_St at us[ n] stores the logical sum of the values for the tyhe (pper 16 bits) and condition (the
lower 16 bits) of the drive in drive bay+ 1. Table 6-8 shows the values storeBiisk _St at us.

Table 6-8 List of values stored in Disk_Status

Disk_Status Description
Upper 16 bits {0x0001 The drive type is HDD.
0x0002 The drive type is SDD.
Lower 16 bits |0x0001 The drive is working properly.
0x0002 The drive is disconnected from the RAID.
0x0004 A new drive is connected to the RAID and is beialguilt?2
0x0008 Drive failure prediction (SMART) is detected.
0x0010 A drive is not connected.
0x0020 The drive condition could not be acquired.
0x0040 The drive power-on (used) hours exceeded the thig:éh
0x0400 The drive is disconnected from the RAID (incomplééda)??

#1: This value is not stored if drive usage momiigis disabled.
#2: This value is returned for the B model only.

Note that if multiple conditions exist at the satimee, the logical sum of the values shown in TabRis stored.
« If drive failure prediction (SMART) is detectead the drive power-on (used) hours exceeded thshbld at
the same time:
0x0048 is stored in the lower 16 bitsdfsk St at us.
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Table 6-9 lists the defined values relating todhge type and condition.

Table 6-9 List of defined values

Defined value

Description

DRI VETYPE_HDD

The drive type is HDD.

(0x00010000)

DRI VETYPE_SSD The drive type is SDD.

(0x00020000)

DI SKSTAT_HEALTHY The drive is working properly.

(0x00000001)

DI SKSTAT_OFFLI NE The drive is disconnected from the RAID.
(0x00000002)

Dl SKSTAT_REBUI LD A new drive is connected to the RAID and is beieluilt.
(0x00000004)

Dl SKSTAT_SMART Drive failure prediction (SMART) is detected.
(0x00000008)

DI SKSTAT _NOT_CONNECTED A drive is not connected.

(0x00000010)

DI SKSTAT_UNKNOVWN The drive condition could not be acquired.
(0x00000020)

DI SKSTAT_OVERRUN The drive power-on (used) hours exceeded the tblesh
(0x00000040)

DI SKSTAT_| NCOVPLETE_DATA
(0x00000400)

The drive is disconnected from the RAID (incompldéda).
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If this function ends successfully, the functioturasTRUE. If the function terminates with an error, the
function returng-ALSE. When this function terminates with an error, ¥hkie stored iphfwDiskSatus is

invalid.

If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.

The error codes returned by this function itsedf as follows:

Error code (value)

Description

HFWRAS_| NVALI D_PARAMETER

The specified parameters contain an error.

(0x20000001)

HFWRAS NOT | NI Tl ALI ZE Startup of the RAS software is not yet complete.
(0x20000002)

HFWRAS | NTERNAL_ERROR An internal error occurred.

(0x20000003)

Other error codes come from the Windows API funiased by this function. For details about these e

codes, see the Windows API Help.

Sample program

We provide a sample program that uses this funétidh For the name of the sample program and

information about where you can find it, &2 Sample Programs.
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6.1.9 Get function for the RAID status (hfwRaidStat) (B model only)

Name
hf wRai dSt at - RAID status acquisition

Syntax
#i ncl ude <hfwras. h>
BOOL hf wRai dSt at ( PHFW RAI D_STATUS phfwRaidStatus) ;

Description
Thehf wRai dSt at function sets the RAID status in the structurentead to byphfwRaidStatus.
The following describes the parameters of this fiamc

NOTE

Thehf wRai dSt at function cannot acquire the drive status. UsentheDi skSt at function to
acquire the drive status.

phfwRaidStatus:
This parameter specifies a pointer toH#W RAI D_STATUS structure that stores the RAID status.

t ypedef struct HFW RAI D_STATUS{
DWORD Array_Count; / Number of monitored arrays
HFW ARRAY_STATUS  Array[ 16]; /I Array information

} HFW.RAI D_STATUS, *PHFW RAI D_STATUS ;

Array_Count shows the number of monitored RAID arrays on #gjgipment (1).

Each element ofr r ay shows the status of the corresponding RAID. Thabwr of valid elements is
returned iPAr r ay _Count . (This value is 1, which means olyr ay[ 0] is valid.) The elements after
that are reserved. The values of these reservatkats ard&NULL. Do not access these elements. The
HFW ARRAY _STATUS structure is defined as follows:

t ypedef struct HFW ARRAY_STATUS{

DWORD Level ; //RAID level

DWORD Di sk_Nunber; /[Drives in the RAID
DWORD St at us; //RAID status

DWORD Pr ogr ess; //Progress (0% - 99%)

} HFW ARRAY_STATUS, *PHFW ARRAY_STATUS ;
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Level stores the RAID level. The meaning of each vahad tan be stored irevel is as follows:

Table 6-10 Values stored in Level in the HFW_ARRAY_STATUS structure

No. Defined value Description
1 |HFW RAI D1 (0x00000001) RAID1 is set up.

DiskNumber sets the value that indicates the dvawes used by the RAID. The set value is the logioah of
the following, which for this equipment is alwa§g00000003.

Table 6-11 Values stored in DiskNumber in the HFW_ARRAY_STATUS structure

No. Defined value Description
1 |HFW.DI SK1 (0x00000001) Drive bay 1 is used by the RAID.
2 |HFW. DI SK2 (0x00000002) Drive bay 2 is used by the RAID.

St at us stores the value that indicates the RAID statire [6gical sum of some of the following valuesés s
Numbers 1 through 3 denote RAID statuses, and ntsrband 5 denote detailed information.

Table 6-12 Values stored in Status in the HFW_ARRAY_STATUS structure

No. Defined value Description

1 HFW RAI D_OPTI MAL The RAID is working properly.
(0x00000001)

5 HFW RAI D_DEGRADE The RAID has degenerated.
(0x00000004)

3 HFW RAI D_UNKNOWN The RAID status is unknown.
(0x00000008)

4 HFW RAI D REBUI LD One of the drives is being rebuilt.
(0x00010000)

5 HFW RAI D MVEDI A ERROR A media error occurred.
(0x00020000)

For example, while the rebuilding process is undgnthe RAID status is that the RAID has degendrate
(HFW RAI D_DEGRADE) and the detailed information is that a driveéily rebuilt H-W RAI D_REBUI LD).
Therefore, the logical sum of these tw#-{V RAI D_DEGRADE |HFW RAI D_REBUI LD) is set inSt at us.
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Possible combinations are as follows:

Table 6-13 Possible combinations that can be set in Status in the HFW_ARRAY_STATUS structure

No. RAID status Detailed information

1 |HFW RAI D_OPTI MAL None

2 HFW RAI D_MEDI A ERROR

3 |HFW RAI D_DEGRADE None

4 HFW RAI D MEDI A ERROR

5 HFW RAI D_REBUI LD

6 HFW RAI D_REBUI LD |HFW RAI D_MEDI A_ERROR
7 |HFW RAI D_UNKNOMN None

ForPr ogr ess, the progress of the rebuilding process is sehefRAID status valuesf at us) does not
containHFW RAI D_REBUI LD, 0O is set.

Diagnosis
If this function ends successfully, the functioturesTRUE. If the function terminates with an error, the
function returng=AL SE. When this function terminates with an error, ¥h&ie stored iphfwRaidStatus is
invalid.
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error codes returned by this function itsedf as follows:

Error code (value) Description
HFWRAS | NVALI D_PARAMETER The specified parameters contain an error.
(0x20000001)
HFWRAS_NOT_I NI Tl ALI ZE Startup of the RAS software is not yet complete.
(0x20000002)
HFWRAS | NTERNAL_ERROR An internal error occurred.
(0x20000003)
HFWRAS_NOT_RAI D This equipment on which this function is being axed
(0x20000101) is not a RAID model.

Other error codes come from the Windows API funddiased by this function. For details about thesm e
codes, see the Windows API Help.

Sample program

We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, &2 Sample Programs.
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6.1.10 Control functions for the digital LEDs for status indications (SetStCode7seg, TurnOff7seg,

SetMode7seg)
(1) Application status code display functid®e¢ St Code7seq)

Name
Set St Code7seg - Displaying an application status code

Syntax
#i ncl ude <ctrl 7seg. h>
BOOL Set St Code7seg( DWORD dwSCode) ;

Description
This function outputs an application status codiéodigital LEDs for status indications. On thgitdil LEDs
for status indications, the value specified by fhigction is displayed in hexadecimal.
The following describes the parameters of this fiamc

dwStCode:
This parameter specifies an application status tothe displayed by using the LEDs. You can spegify
value from 0 to 255. If a value outside this ramgspecified, the function terminates with an ertbyou
call theGet Last Er r or Windows API function, the error cod@RL7SEG | NVALI D_PARAMETER

is returned.

Diagnosis
If this function ends successfully, the functioturesTRUE. If the function terminates with an error, the
function returns-ALSE.
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.

The error codes returned by this function itsedf as follows:

Error code (value) Description

CTRL7SEG | NVALI D_PARAMETER The specified parameters contain an error.
(0x2001)

Other error codes come from the Windows API funddiased by this function. For details about thesa e
codes, see the Windows API Help.

Sample program

We provide a sample program that uses this funétidh For the name of the sample program and
information about where you can find it, &2 Sample Programs.
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(2) Application status code clear function (Turn3g)

Name
Tur nOf f 7seg - Turning off an application status code

Syntax
#i ncl ude <ctrl 7seg. h>
BOOL TurnOf f 7seg(VvA D) ;

Description
This function clears the application status codeeruly displayed on the digital LEDs for statudications.
When this function is called, the digital LEDs &iatus indications turn off.

Diagnosis
If this function ends successfully, the functioturasTRUE. If the function terminates with an error, the
function returng-AL SE.
If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.
The error code comes from the Windows API functiossd by this function. For details about the ecaates,
see the Windows API Help.

Sample program

We provide a sample program that uses this funéti@® For the name of the sample program and

information about where you can find it, &2 Sample Programs.
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(3) Status display mode setup function (SetModé&7seg

Name
Set Mode7seg - Setting up the status display mode

Syntax
#i ncl ude <ctrl 7seg. h>
BOOL Set Mbde7seg( DWORD dwMode) ;

Description
This function configures the status display modéhefdigital LEDs for status indications.

The following describes the parameters of this fiamc

dwMode:
This parameter specifies the status display modkeeofligital LEDs for status indications.

Table 6-14 lists the values that can be specifiedwiMode.

Table 6-14 List of values specified by dwMode in the SetMode7seg function

dwMode Explanation of the action
APPST_MODE (0x00) Selects the application status display mode.
RASST_MODE (0x01) Selects the status display mode.

If a value other than these is specified, the fioncterminates with an error. If you call tet Last Er r or
Windows API function, the error cod&RL7SEG | NVALI D_PARAMETER is returned.

Diagnosis
If this function ends successfully, the functioturasTRUE. If the function terminates with an error, the

function returnd=AL SE.

If this function terminates with an error, call tBet Last Er r or Windows API function to get the error code.

The error codes returned by this function itsedf as follows:

Error code (value) Description

CTRL7SEG | NVALI D_PARAMETER The specified parameters contain an error.
(0x2001)

Other error codes come from the Windows API funddiased by this function. For details about thesm e

codes, see the Windows API Help.

Sample program
We provide a sample program that uses this funétidh For the name of the sample program and

information about where you can find it, &2 Sample Programs.
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6.2 Sample Programs
Sample programs file in C that use the RAS libfanctions are stored in the %ProgramFilesHFWRAS\

sample directory. Use these files for referencenyfm develop a program or to verify the operatbthe

functions.

Table 6-15 lists the sample programs.

Table 6-15 List of provided sample programs

No. File name Description
1 |[shutd.c Sample program for thBSSy s Shut function
2 |(wdt.c Sample program for thédit Cont r ol function
3 |gendoex.c Sample program for théendoCont r ol Ex function
4 |gendiex.c Sample program for th&et Gendi Ex function
5 |Mon. c Sample program for theconW i t eMessage function
6 |[MenErr.c Sample program for th@et Menst at us function
7 |hfwDi skStat. c | Sample program for thef wDi skSt at function
8 |7seg. c Sample program for the control functions of thetdig EDs for status
indications et St Code7seg, Tur nOf f 7seg, andSet Mode7seq)
9 |FanErr.c Sar_n_ple_program for detecting RAS events (For inedfom about RAS event
notifications, sed.2 RAS Event Notifications.)
10 |hfwRai dSt at . ¢ | Sample program for thef wRai dSt at function
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7. FEATURES RELATED TO MAINTENANCE AND FAILURE ANALYSIS

CHAPTER 7 FEATURES RELATED TO MAINTENANCE AND FAILURE
ANALYSIS

7.1 Notifications Regarding the Cause of a Bug Check (Blue Screen)

7.1.1 Overview
This equipment records the contents of memory imorg dump files when the system is forcibly recaeer
from an OS lockup, an NMI is generated due to a\Wware failure, or an uncorrectable memory erroucgcAt
the same time, a blue screen appears and thefidativin name MI_ HARDWARE_FAILUR&
WHEA_UNCORRECTABLE_ERRA4pRears.
In addition, the code corresponding to the causbebug check (blue screen) appears on the digiBk for
status indications installed on the equipment.
This feature detects bug checks (blue screensjemids the cause of the bug checks (blue scréaetis) event
log the next time that the OS starts.

NOTE

« If you perform an action (for example, a shutdp¥trat aborts processing during an analysis of the
cause of a bug check (blue screen), the cause migtte recordable in the event log. In the case of
GB memory dump file, analyzing the cause of a buerk (blue screen) takes about three minutes.
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7.1.2 Supported causes of a bug check (blue screen)
This feature is activated when a bug check (blueesg appears because of one of the causes desiribable
7-1. Errors due to causes not shown in Table ®&hat supported, and 80 is displayed on the digEas for
status indications installed on the equipment.

Table 7-1 Supported causes of bug checks (blue screens)

Contents recorded in the Description column
Cause Cause codef! u
of the event log#?

An NMl is generated by the NMI |Fb A reset signal was input.
button® The detail code is 0x9201.
An NMI is generated due to a pari| F8 or F9 A PCI bus parity error occurréd.
error at the PCI bus, LPC bus, or The detail code is 0x9202.
elsewhere.
An uncorrectable memory error |FA An uncorrectable error occurred in #4.
occurred. The detail code is #5.

#1: This code is displayed on the digital LEDsdtatus indications installed on the equipment.

#2: The event log is shown in Table 7-2.

#3: If the unit is not correctly installed in thepansion slot, a PCI bus parity error (detail cdi@x9202) might be
displayed.

#4: The DIMM name (DIMM1 or DIMM?2) is recorded.

#5: One of the following codes is displayed depegdin the DIMM that contained the error:
DIMM1: 0x9218
DIMM2: 0x9217

For information about the actions to take whenue lsicreen appears, see Chapter 9 iH#&\V2000 Model
58/55/50 INSTRUCTION MANUAL (manual number WIN-62-0073).
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7.1.3 Event log
Table 7-2 shows a list of the event log entries thia feature records. These event log entriesearerded in the

system log.
Table 7-2 Event log entries recorded by this feature
Event ID Source Type Category Description
800 HFWRAS_SYS |Information HFWRAS |%1
Detailed code %62

Note: When an event log entry is record¥d, contains a message, a¥@ contains the code corresponding to
the message i#0l.

%1 %2
A reset signal was input. 0x9201
A PCI bus parity error occurred. 0x9202
An uncorrectable error occurred in DIMM2. 0x9217
An uncorrectable error occurred in DIMM1. 0x9218
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7.2 Log Information Collection Window

7.2.1 Overview
In the log information collection window, you caerform the following actions by using the graphigsér
interface:
(1) Collecting log data
This feature saves the data used for preventivater@nce and post-failure analysis of a problens. ddta
is compressed and saved as a single file withilth@dmelogsave.zip
(2) Collecting memory dump files
This feature collects memory dump files saved ley@$. The data is saved as a compressed file vétfilé
namememory.zip . At the same time, the minimum memory dump filesaso collected.

NOTICE

The CPU load increases while memory dump files are being collected. While the CPU is under
a high load, the operation of user applications can be disturbed. Make sure that you do not
collect memory dump files by using the log information collection window while applications for
business use are running on this equipment.

7.2.2 Starting the log information collection window
To start the log information collection window, figm the following procedure:
Administrator privileges are required to use thiedew, so sign in to the computer as an administrand open
the window.
1. Click Start.
2. Click RAS Software.
3. ClickRAS M aintenance Support.

NOTE

The log information collection window cannot be disy multiple users at the same time. If you uss us
switching, for example, to try to start instancéthe log information collection window from multg
consoles, an error might occur. In such casese ¢hwslog information collection window on the athe
consoles, and then open the window.
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7.2.3 Using the log information collection window
1. The log information collection window appeary.d&fault, both th&ather log data. andGather memory

dump files. check boxes are selected. If you do not needdeitber of one of these two options, clear the
check box for the option that you do not need, thed clickContinue.

i RAS Maintenance Support it

Gather log data.
Gather memony dump files.

Cantinue Cancel

2. If theGather memory dump files. check box is selected, the following message app&ick OK. If you

click Cancel, you return to the log information collection wowl without executing the maintenance
operation.

RAS Maintenance Support x

CPU load will increase during the collection of memory dump files,
Are you sure to start collecting the memory dump files?

o e

3. The following dialog box appears. Specify thediory in which to save, and then cliokK. If you want to
cancel the maintenance operation, clzdncel. If you click Cancel, you go back to the log information
collection window without executing the maintenangperation.

Browse for Folder X

Please select the destination directory to save.

= USE Drive (E:) A
~ [ This PC
‘ Downloads
I Desktop
|| Documents
J’! Music
m Videos

&= Pictures

i Local Disk (C:)

= DVD RW Drive (D:)

s JSB Drive (E:) W

OK Cancel
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4. The information selected in step 1 is collectedring the process, a window appears to show tbgrpss. If
the process finishes successfully, the followingdaiw appears.
Do not do anything in the windows that appearsrduthe process unfilhe maintenance operation
completed. appears in the following window. After this messagppears, clicOK.

RAS Maintenance Support

The maintenance operation completed.

.
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5. A directory is created in the directory spedifas the directory in which to save. The name efdinectory is
based on the date and time of the operation. Thected data is saved in the directory created.here
If the following folder structure is not createa|lection of log information might have failed. $nich cases,

collect log information again.

Specified _ YYMMDD_ e a2
directory hhmm | ogsave. zi p: Log data file
directory*

MEMORY. zi p: Memory dump file

Windowsd Minidumpd - Location where
minimum memory

irectory irectory !
dump files are stored

Figure 7-1 Folder structure for collected data

#1: The name of the directoryYYMMDD_hhmm.
YY: Lower two digits of the yeaMM: month,DD: day,hh: hour,mm: minute

Example: If the date is saved at 13:59 on Jan 1420
Directory name140101_1359

#2: The following data is saved.

« If Gather log data. is selectedlogsave.zip
« If Gather memory dump files. are selectedEMORY .zip and the minimum memory dump files

6. Double-click the saveldgsave.zip andMEMORY .zip files to ensure that you can view the contents of

each ZIP file.
If you cannot view the contents of the files, colllng information again, because the ZIP files mhigave

been corrupted.

7.2.4 Closing the log information collection window
To close the log information collection window,oliCancel.
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7.3 Logging Trends in the Temperature Inside the Chassis

7.3.1 Overview
This feature periodically measures the temperahside the chassis of this equipment and recorlsldita in a
log file. You can adjust the logging frequency floe temperature inside the chassis by using thgirigg
frequency setup command. The default setting feddhging frequency is 60 minutes. For this seftymy can
select from three options: 10, 30, and 60 minutes.

7.3.2 Log files
The temperature inside the chassis is recordedag file at the specified logging frequency. Whbis
equipment runs continuously for 8 hours or more,highest and lowest temperatures across 8 hoeiie s
recorded every 8 hours. For either file, if the gmds full, log entries are overwritten beginningnh the oldest
entry.
Table 7-8 shows the names of the log files.

Table 7-3 Log files

Parent folder File name Description
The temperature inside the chassis is recordddsn t
temp.csv file at the logging frequency.
%ProgramFiles% \HFWRAS. (The maximum number of entries is 51,200.)
log The highest and lowest temperatures in 8 hours are

temp_mm.csv |recorded in this file.
(The maximum number of entries is 1,100 entries.)

Checking log information
You can check log information by opening the ldgdiby using an application such as Notepad. Tég &ire
in CSV format. You can use a spreadsheet or dadadmvare to load the log information and drawphsa
You can also use the log information collectionddw or thdlogsave command to collect the log files. For
information about how to use thegsave command, se8.4.1 Log information collection command
(logsave) in theHF-W2000 Model 58/55/50 INSTRUCTION MANUAL (manual number WIN-62-0073).
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Log information format
The format of the log information is as follows:
(1) temp.csv

YYYY/ MM/ DD hh: mm: ss, yxxx

YYYY: year, MM: month, DD: day, hh: hour (24-hour clock), mm: minute, ss: second,
y: sign (+ or -), xxx: temperature (C)

If acquisition of the temperature fails, xxx is replaced with ---

Figure 7-2 Format of the log information (1)

(2) temp_mm.csv

YYYY/ MM/ DD hh: mm: ss, yxxX, yzzz

YYYY: year, MM: month, DD: day, hh: hour (24-hour clock), mm: minute, ss: second,
y: sign (+ or -), xxx: highest temperature (C)

y: sign (+ or -), zzz: lowest temperature ()

Figure 7-3 Format of the log information (2)
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7.3.3 Logging frequency setup command

Name

tmplogset - Logging frequency setup

Syntax
tmplogset

Functionality

This command configures the frequency at whictotptiends of the temperature inside the chassis.

The following shows how to use the command.

1. Openacommand prompt.

Administrator privileges are required to run thisranand, so sign in to the computer as an admitastra

and then open a command prompt.
2. Atthe command prompt, run thaplogset
the current setting. If you entron the initial screen, thenplogset

the settings.

command. The following initial screen appears glaith
command exits without changing

>tmplogset

Logging time of the cycle:60 minutes

1. Change at logging cycle [10,30,60 minutes]
2. Exit

3. If you enterl and then presSnter, the following message appears.

Please select new time of the cycle.

When the return is input, it becomes like a present
1. 10 minutes

2. 30 minutes

3. 60 minutes

setting.
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4. Enter the number corresponding to the new frequéhat you want to select, and then piester. If the
number you enter is out of range, the following sage appears, prompting you to enter a valid number

The entered setting is invalid.

Please enter a setting again. [input range: 1-3]

5. If you enter a number from 1 to 3, the followimgssage appears. Thdenotes the time that you

selected.

New logging time of the cycle is X.

Is this value set?(y-YES/n-NO)

6. If you entery and then predsnter, the logging frequency is updated to the new vane the command
exits. The new setting takes effect when the conthaaits. If you want to confirm the change, rursthi
command again and check its initial screen.

If you do not want to change the logging frequeraytern and then predsnter. The following message
appears and the command exits without the setgnglchanged.

The setting takes no effect, because you enter the letter 'n'

If you do not have administrator privileges whem yan the command, the following message appears

and the command exits.

>tmplogset
You do not have the privilege to run this command.

Please run this command again on "Administrator: Co mmand Prompt".

If an internal error occurs when you run the comdhane following message appears and the command

exits.

Error: Systemcall failed. ( API-name: error-code)

In this messagé\PI-name indicates the name of the Windows API that encenat the errorerror-code

shows the error code in hexadecimal. If this messgupears, run the command again.
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8. SIMULATING THE HARDWARE STATUS

CHAPTER 8 SIMULATING THE HARDWARE STATUS

8.1 Hardware Status Simulation

8.1.1 Overview

This feature simulates the hardware status antd@hstatus of the general-purpose external comtbittis

equipment. By simulating these statuses, you catrataser application and check the notificatidarfiace of

the RAS software without an actual hardware failura connection with the external contact.

To simulate the hardware status and the 1/O stttlee general-purpose external contact, you neegt the

RAS software to a special mode calsdaiulation mode. In simulation mode, the monitoring of the actual

hardware status is disabled. Never use this equipmeimulation mode for business use.

This feature simulates the following conditions:

Fan condition

Temperature condition inside the chassis

Drive condition (including the drive failure prietton (SMART monitoring) condition and whether thewer-
on (used) hours have exceeded the threshold)

Memory condition

RAID status (B model only)

1/0O status of the general-purpose external cantac

5IF Simulation Tool - bt

Target Status Setting
Swyztem fan Mormal

CPU fan Mormal

Intermal Temperature Mormal

Dirive bayl Healthy

Dirive bay2 Healthy

DIMM1 Marmal

Dlkdbd 2 Marmal

GEMDI Open

GEMDIO Open

GEMDIT Open

GEMDIZ2 Open

GEMDOO Open

GEMDOA Open

GEMDOZ Open

Figure 8-1 Simulation Tool window
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8. SIMULATING THE HARDWARE STATUS

The monitoring feature of the RAS software detetisnge in the simulated hardware status and 1/0sstd the

general-purpose external contact, and then notifiesiser of the change through various interfaces.

For information about the interfaces used for icdifon, see the following sections in this manual:

» Fan condition2.1 Fan Monitoring

» Temperature condition inside the chassis:NdRitoring the Temperature Inside the Chassis

* Drive condition:2.3 Drive Failure Prediction Function (SMART Monitoring) and2.4 Drive Usage Monitoring

» Memory condition2.5 Memory Monitoring

* RAID status2.8 RAID Monitoring (B Model Only)

* Input status of the general-purpose externalamin?) in6.1.5 Get functions for the general-purpose external
contact inputs and4.5 Remote Notifications

» Output status of the general-purpose externalaodn(2) in6.1.4 Control functions for the general-purpose
external contact outputs and4.5 Remote Notifications

NOTICE

While the equipment is running in simulation mode, monitoring of the actual hardware status is
disabled. Errors, including fan failures and abnormal temperatures, cannot be detected. Never
use this equipment in simulation mode for business use. Use the simulation feature only for
testing user applications and checking the notification interface of the RAS software.

NOTE

« While the equipment is running in simulation mp@sS deadlock monitoring cannot be used:

* In simulation mode, the memory-monitoring feattgeords an event (event ID: 525) in the event log
only when a memory error is detected for the firse. Afterward, even if the memory error persists,
the memory monitoring feature does not record evimthe event log.

« In simulation mode, when the drive failure préeidic feature records an event (event ID: 265) of
SMART detection in the event log, the stridgXXXXXX is used for the model name of the drive.
Also note that you cannot simulate a drive conditid "Unknown" or multiple conditions (for
example, SMART detection and power-on (used) hexcgeded) that occur at the same time.

* The RAID status is automatically updated basethercondition of the drives. Note that you cannot
simulate a RAID status of "Unknown" or a situatiarwhich media errors occur.

« Simulation of the input status of general-purpestrnal contact is used to check the output faom
library function, rather than for checking the auttpf an actual general-purpose external contact.
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8. SIMULATING THE HARDWARE STATUS

8.1.2 Using the simulation feature
Run the simulation mode start command at the cordmpaompt to set the RAS software to the simulatiwde.
When the RAS software transitions to the simulatimde, the Simulation Tool window appears on theet
You can use this window to simulate the conditibhardware devices. To exit the simulation modstam this
equipment.
This subsection describes how to use the simulatiode.
(1) Overview of the procedure for using the simolafeature
Figure 8-2 shows a rough flowchart of using thstdiee. The RAS software runs in simulation modenfro
the time that the simulation mode start commarekéeuted until the OS shuts down.

C saRT )

The equipment starts.
I

Sign in to the OS.

Execute the simulation mode start
command.

Perform hardware failure tests in the
Simulation Tool window.

For details, see (2).

For details, see (3).

Running in
simulation mode [

Close the Simulation Tool window or
start shutdown.

For details, see (4).

Shutdown process

The equipment turns off or restarts.

C END )

Figure 8-2 Procedure for using the simulation mode
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8. SIMULATING THE HARDWARE STATUS

(2) Starting the simulation mode
To start the simulation mode, run the simulatiordmetart command (tled nr asst art command) at the

command prompt.

NOTE
« The simulation mode cannot be started from a terdesktop. Before you start the simulation mode,
other signed-in users must sign out.

« If the RAS software has already detected a harelfelure, the simulation mode cannot start. Regnov
the cause of the failure before using the simutetimde.

1. Open a command prompt.
You need to have administrator privileges to rumghmulation mode start command. Sign in to the

computer as an administrator and open a commanmdgro
2. At the command prompt, enter the following, &meh pres&nter.
>U8yst enDri ve%\" Program Fi | es" \HFWRAS\si m\si nr asst art
3. The following message about exiting the simalatnode appears. Cli¢BK. If you click Cancel the

simulation mode does not start.

B ' Simulation Mode *

The Simulatiocn Mode does not end until you restart the computer,
Are you sure to start the Simulation Mode?

o | [CGET]
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4. The following message appears, indicating thatsimulation mode starts. Cli€K. If you click
Cancel the simulation mode does not start.

B Simulation Mode *

This computer switches to the Simulation Mode.
This computer does not watch Hardware state frem now on.
If you close the Simulation toel, the computer is shut down automatically,

o | e

5. The Simulation Tool window appears. This equiptmeans in simulation mode from this point forward.
Monitoring of hardware failures is now disabled.

NOTE

The simulation feature performs the following asiavhile running in simulation mode:

* The status lamp is lit between green and red.JRESTOP contact switches between OPEN and
CLOSE.

» Every 10 seconds, the WinddExclamation sound is played twice. (This sounalidible only when
speakers are connected.)




8. SIMULATING THE HARDWARE STATUS

(3) Using the Simulation Tool window

When the RAS software transitions to the simulatimde, the Simulation Tool window appears as shiown

Figure 8-3.

You can use the Simulation Tool window to changedbndition of hardware devices.

When the Simulation Tool window starts, all hardevdevices are set to the normal status.

Shows the name of a
simulated device.

Shows

the currently set

status of the target device.

Vi

sifi Simulation Tool

AN

/

Target

Sustem fan

CPU fan

Internal Temperatuie
Drive bapi

GEMDOZ

Status

Marmal
Marmal
Marmal
Healthy

Healthy

Mormal
Mormal
Open
Open
Open
Open
Open
Open
Open

Setting

Overun

End

Shows a new status

/ to be simulated.

N

Click End to exit the simulation mode.

/

Click Apply to apply the contents of
the Setting column.

Figure 8-3 Description of the Simulation Tool window

e Target
Shows the name of each simulated hardware device.

Category Target
Fan condition System fan, CPU fan
Temperature condition inside the chassis Inteemaberature
Drive condition Drive bay 1, drive bay 2

Memory condition DIMM1, DIMM2
Input status of the general-purpose external contadGENDI, GENDIO, GENDI1, GENDI2
Output status of the general-purpose external cont&ENDOO, GENDO1, GENDO2
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e Status

Shows the currently set status of each simulatedWsae device. The following shows a list of status

for each hardware device.

8. SIMULATING THE HARDWARE STATUS

Category

Target

Status

Fan condition

System fan, CPU fan

Normal, Error

Temperature condition inside the chass

is Inteeraperature

Normal, Error

Drive condition

Drive bay 1, drive bay 2

HealthiMBRT Detected,
Overrun, Not Connected,
Offline*, Rebuild,
Incomplete data

Memory condition

DIMM1, DIMM2

Normal, Error, Failet Not Mounted

Input status of the general-purpose
external contact

GENDI, GENDIO, GENDI1,
GENDI2

Open, Closed

Output status of the general-purpose

external contact

GENDOO, GENDO1, GENDO2

Open, Closed

#: B model only

After the Simulation Tool window starts, all hardealevices are set dormal or Healthy.

e Setting

Shows a new status to be simulated for each taggdivare device.

If no status to be simulated is set-

displayed for all hardware devices.)

e Apply button

appears. (After the Simulation Tool window statts-" is

If you click this button, the contents of tBetting column are applied to the status of the hardware

devices.

The monitoring feature of the RAS software detetimnges in the status of the hardware devices and

notifies users of the changes through various fextes.

NOTE

A new hardware status is applied to the notificatiterface of the RAS software when the following
time elapses after you clidkpply in the Simulation Tool window. Wait for the follomg times to elapse
before you check the results of a simulation.

+ Fan condition: About 10 seconds later

« Temperature condition inside the chassis: Ab&utdconds later

« Drive condition: About 5 seconds later

« Memory condition: About 10 seconds later

 Input status of the general-purpose externalamintmmediately
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e End button
If you click this button, a shutdown is performedeiit the simulation mode. Before a shutdown is
performed, the following message appears. Savedatarand perform any other necessary tasks, then
click OK. If you click Cancel the Simulation Tool window is not closed.

B Simulation Mode x

The Simulation Mode ends.
When you click the "OK" button, the computer is shut down.

o e

NOTE

Even if the Simulation Tool window exits due toiaternal error or other reasons, shutdowns are
performed automatically to exit the simulation moBefore a shutdown is executed, the following
message appears. Save your data and perform agynatbessary actions, and then clik.

Simulation Mode ﬂ

The Simulation Mode ends because of an internal error.
When you click the "OK" button, the computer is shut down.

e Minimize button ([ ] button)
Click theMinimize button in the upper-right corner of the Simulatiorol window to minimize the
window.

e Closebutton (] button)
Click the Closebutton in the upper-right corner of the Simulatiwol window to shutdown and exit the
simulation mode. The behavior after you click thigton is the same as when you cliehkd.
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The following procedure shows how to simulate alhare status by using the Simulation Tool window.
1. Right-click a hardware item that you want to liae. A pop-up menu appears. The menu lists the
statuses that you can select based on the cumethvare status.

sIfi Simulation Tool — *
Target Status Setting
Swstem fan Narmal
CPU fan Normal
Intermal Temperature Narmal
Drive bayl Healthy
Drive bay2 Healthy
DiMb1 MNormal
Dtk 2 MNormal MNarmal
GEMDI Open Error
GEMDID Open i
GENDI Open Failure
GEMDIZ Open
GEMDOO Open
GEMDO1 Open
GEMDOZ2 Open

2. If you select a status that you want to simuliaien the pop-up menu, the selected status isairspl
in the Setting columm.

51 Simulation Tool — x
Target Status Setting
Spstem fan Mormal
CPU fan Marmal
Internal Termperature Mormal
Dirive bayl Healthy
Diive bay2 Healthy
Dibdrd 2 Marmal E
GEMDI Open
GEMDIO Open
GEMDI Open
GEMDIZ Open
GEMDOD Open
GEMDOT Open
GEMDOZ Open
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3. To apply the status displayed in Betting column to the hardware status, clisgply. This updates
the Status column in the Simulation Tool window.

sifi Simulation Tool - x
Target Status Setting
Syztem fan Mormal
CPU fan Mormal
Internal Temperature Mormal
Drive bayl Healthy
Drive bay2 ey
DIkt
DiM2 =TT
GEMDI Open
GEMDIO Open
GEMDI1 Open
GEMDI2 Open
GEMDOD Open
GEMDO1 Open
GEMDOZ2 Open
Erd

NOTE

If nothing appears in th®etting column, (that is;-- is shown) or the value is the same asStatus
column after you cliclipply, the current status does not change.
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The following shows a list of items in the pop-upm that are displayed when you right-click each

hardware item.
In the pop-up menu, the current status and thassatto which the current status can transition are

displayed. Note that if the current status is thly status that can be displayed, only a grayed\oute

is displayed in the menu.
e Fan condition

No. Current status Statuses in the pop-up menu Note
1 |Normal Normal, Error
2 | Error

e Internal temperature condition

No. Current status Statuses in the pop-up menu Note
1 |Normal Normal, Error
2 | Error

e Drive condition

A and S models

No. Current status Statuses in the pop-up menu Note
1 |Healthy Healthy, SMART Detected, Overrun, Not Gected | #1
2 | SMART Detected| SMART Detected, Not Connected H#H21,
3 | Overrun Overrun, Not Connected #1, #2
4 | Not Connected Not Connected #1, #3

#1: The equipment never starts without drive béeihg mounted, and consequenhipt connectedis

not displayed for drive bay 1 in the pop-up menu.
#2: Transition fronBMART Detectedor Overrun to Healthy means that the target drive is replaced

with a new one and that the new drive is connected.
#3: We assume thétot Connectedmeans a new drive is connected. Consequentlsitiams to

SMART Detectedor Overrun are not allowed.
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B model
The following shows the list of items in the menkbem you right-click drive bay 1 or drive bay 2.

No. Current status Statuses in the pop-up menu Note
1 |Healthy Healthy, SMART Detected, Overrun, Not Gected, |#1
Offline, Incomplete data
2 | SMART Detected| SMART Detected, Not Connected|ixf #2
Incomplete data
3 | Overrun Overrun, Not Connected, Offline, Inconpldata #2
4 | Not Connected Not Connected, Rebuild
5 | Offline Not Connected, Offline, Rebuild
6 |Rebuild Healthy, Not Connected, Offline, #3, #4
Rebuild
7 | Incomplete data Healthy, Not Connected, Offline, #3, #4
Rebuild, Incomplete data
#1: If the RAID status is "DegradeOffline andNot Connectedare not displayed.
#2: If the RAID status is "DegradeNoneis the only item in the menu and is grayed out.
#3: A transition of the status froRebuild to Healthy means that the rebuilding process is complete.
#4: We assume th&ebuild means a new drive is connected. Consequentlsitiams toSMART Detected

or Overrun are not allowed.

e Memory condition

No. Current status Statuses in the popup menu Note

1 Normal Normal, Error, Failure, Not Mounted #1

2 Error #1, #2

3 Failure #1, #2

4 Not Mounted #1

#1: Starting this equipment requires DIMM1. ThereféNot Mounted is not displayed for DIMML in the

#2:

pop-up menu.
For the memory conditioirror indicates a frequent memory error correction, Raiflre indicates
continued memory error corrections.

8-12



8. SIMULATING THE HARDWARE STATUS

e Input status of general-purpose external contacts

No. Current status Statuses in the pop-up menu Note
1 |Open Open, Closed
2 |Closed

e Qutput status of general-purpose external contacts

No. Current status Statuses in the popup menu Note
1 [Open None #
2 |Closed #

#: The pop-up menu contains oMipne because only the control result@ndoCont r ol Ex (the
control function for general-purpose external cohtautputs) is displayed.
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(4) Exiting the simulation mode
To exit the simulation mode, shutdown or restag ¢guipment. There are no restrictions on how to
shutdown or restart the equipment. In the sameasaw its normal operating mode, this equipment is
shutdown or restarted in the following cases (fier following reasons):
» A shutdown is executed from t&art menu.
« A system shutdown API function, such as®8Sysshut andExi t W ndows Ex functions, is
executed.
« The equipment automatically shuts down becadae &ailure, an abnormal temperature inside the
chassis, or a remote shutdown signal input is tisdec
« Ctrl+Alt+Delete is pressed and the power button in the lower-riginbher of the screen is used to
shutdown the equipment.
» A Dblue screen appears because the NMI buttorpnessed or for another reason.
» The power is forcibly turned off by using the pavewitch.

The hardware simulation feature automatically sdotsn the equipment in the following cases:
« TheEnd button or theClosebutton K] in the Simulation Tool window is clicked.
* The Simulation Tool window terminates with anoerr

NOTE

« As explained here, shutting down or restartirgefjuipment exits the simulation mode. To start the
simulation mode again, execute the simulation nstdd command after the equipment restarts.

« If you perform a shutdown or sign-out during thensition to the simulation mode, the following
message appears, indicating that the simulatioremagltiend and that the system will shutdown.

Simulation Mode ﬁ

The Simulation Mode ends.
Then the computer is shut down.

* When a remote connection is used, the shutdoaress can be delayed when the shutdown is
executed for one of the preceding reasons.
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8.1.3 Precautions when you use the Simulation Tool window
(1) When the new status to be simulated is findlize
From the time that you select a new status toelsied from the pop-up menu in the Simulation Tool
window until when you clickpply, the new status to be simulated is not finalizedl @an be changed.
The actual status used for simulation is the omesvalin theSetting column in the Simulation Tool window
when you clickApply . If nothing is set foSetting (that is,--- appears), the status displayed $tatusis

maintained.
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(2) Simulating the status of RAID drives
With the B model, the RAID status is determinedhoy simulation of the condition of the drives ugethe
RAID. In some cases, if you select a new statuseteimulated for both drives, the condition of fingt
drive you selected might change depending on thditon of the second drive you selected. The foilg

example illustrates the case wh@filine is selected for both drives.

1. SelecOffline for drive bay 1. Then, sele@ffline for drive bay 2. (If you sele¢tot Connected

instead, the result will be the same.)

sifi Simulation Tool

Target

Swstem fan
CPU fan

GEMDOZ

Intemal Temperatuie

- x
Status Setting
Marmal
Marmal
Marmal
Healthy Offline
Healthy
Marmal Healthy
Normal Smart Detected
Open
Open Qverrun
Open Mot Connected
Open Offline
Epen I lete d
Open ncomplete data

Open

2. WhenOffline is selected for drive bay 2, the condition of drbay 1 changes back+e (nothing is

selected).

Sif Simulation Tool

Target

System fan
CPU fan

GENDID
GENDN
GENDI2
GEWDOO
GENDOM
GEWDOZ2

Internal Temperature

Statuz Setting
Mormal
Mormal
Mormal
Healthy
Healthy
Mormal

Offling

Mormal
Open
Open
Open
Open
Open
Open
Open
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8.1.4 Event log entries
To clearly show which log entries for hardwareueél originate from the simulation feature, the deatrecords
the event log entries listed in Table 8-1.
Note that a log entry with event ID 252 is recoraégen you clickApply in the Simulation Tool window. This
log entry is recorded even when none of the itemhéSetting column is specified.

Table 8-1 Event log entries recorded by this feature

Event ID Source Type Category Description
250 HFWSIM_SYS |Information |HFWSIM [The simulation mode started.
251 HFWSIM_SYS [Information [HFWSIM |The simulation mode ended.

The following conditions were set in the
simulation mode.
System fan%l
CPU fan:%2
Internal Temperaturés3
Drive bay 1964
252 HFWSIM_SYS |Information |HFWSIM Drive bay 2965
DIMM1: %6
DIMM2: %7
GENDI: %8
GENDIO: %9
GENDI1:%10
GENDI2:%11

%x in this table denotes the status that was simiilageclickingApply in the Simulation Tool window.
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8.1.5 Remote notifications
This feature notifies users of the transition & BRAS software to simulation mode by using tragfications,
so that an SNMP manager that monitors this equipfnrem a remote location can identify that the heace
statuses that it acquires and the trap notification hardware failure (and hardware recovery) ithegceives
are generated in simulation mode. In additiondibiect value for the operating mode of the RASwsafe is
changed to the one for the simulation mode.

NOTE

The contents of the hardware statuses that cancegrad and the trap notifications that can be aest
the same as in the normal mode. For details abeutlhjects of the extended MIB for HF-W, <&
Remote Notifications.
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